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Introduction
• ORNL LDRD awarded in October under the Terascale

Computing and Simulation Science Initiative for “Terascale
Computations of Multiscale Magnetohydrodynamics”
– Team members: Don Spong (PI), Ed D’Azevedo (Co-PI), Steve 

Hirshman, Diego Castillo-Negrete, D. Batchelor, M. Fahey, R. 
Mills, Steve Jardin, W. Park, G. Y. Fu
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• Motivated by ORNL’s selection for the National Leadership Computing 
Facility (NLCF)

Cray X110 TF (2004)

Cray Red StormCray X1E

Cray X2

20 TF (2005)20 TF (2005)

100 TF (2006)

Cray Black Widow 250 TF (2007)



Our goals/motivations
• Adapt/optimize M3D for Cray systems

– Opportunity to be involved again in MHD physics
– Support future stellarator experiment (QPS)
– ITER physics

• Adapt/optimize stellarator Monte Carlo code 
(DELTA5D) to Cray systems
– Self-consistent non-local transport studies
– Incorporate viscosity-base methods

• Develop improved particle-based closure 
relations for study of NTM’s

• Programmatic: prepare for future involvement in:
– Fusion scientific end station
– Fusion Simulation Project
– Multiscale Mathematics Initiative



M3D optimization issue for vector 
machines: sparse matrix solver

• Development of efficient sparse 
matrix solvers important to Cray X1, 
Red Storm
– Common issue for PDE’s based on 

finite elements/differences
– Addressed by specialized storage 

schemes
• E.g., jagged diagonal scheme 

successfully used on the Earth 
Simulator

• Methods we have tested (code from 
SPARSKIT2 (by Yosef Saad, Univ. 
Minnesota - performs matrix multiply 
1000 times)

• Compressed sparse matrix row storage
• ELLPACK
• Diagonal
• Jagged diagonal

parallel scaling on NERSC Seaborg

M3D sparse matrix structure



Source: PhD Dissertation of Richard Vuduc, available at Bebop.cs.berkeley.edu.









Particle-based closure relations
• We are interested both in utilizing the existing M3D hybrid 

method and using techniques from DELTA5D, as 
appropriate

• Computational issues
– Global memory access (co-array Fortran or other methods)
– Parallelization over particles or over particles in volumetric regions
– Implicit stepping methods for particles - averaging over fast time 

scale bounce and transit motions
• NTM: Ohm’s law -> electrons

• Physics issues
– Viscosity based calculation of bootstrap current
– l = 2 Legendre harmonic moment

• Not as sensitive to neglect of field-on-particle collisions, momentum 
restoring terms in collision operator, avoids large canceling terms of l = 1 
moments

– Such methods have recently been adapted/applied to 3D equilibria
(H. Sugama, S. Nishimura, POP-2002, D. Spong Tues. morning 
invited talk)



Current Status
• DELTA5D ported to Cray X1 - factor of 10 faster than 

similar clock speed IBM-SP scalar systems (Seaborg)
– Further optimization should be possible

• M3D partially ported
– Runs under some domain decomposition options, but not others

• Potential performance increase ~100 in going from 
existing IBM-SP to Cray 100 TF system
– TFlops: ~5 to 100
– Efficiency: ~6% to 35%
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