Abstract

This is the user's manual for DEGAS 2 - A Monte Carlo code for the study of
neutral atom and molecular transport in confined plasmas. It is intended to cover
all aspects of DEGAS 2 from the user’s point-of-view: obtaining the files, com-
piling them, setting up the input files, executing the code, and interpreting the
output. References will be provided for the underlying physics, but the essential
aspects will be highlighted. Information for programmers interested in modifying
DEGAS 2 can be found within the source code itself. Links to some of the more
useful ones are provided.
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1This file is written in EX. A hyper-linked PDF file is generated from that source
usingpdflatex . The version number here is the CVS version number for the User's
Manual itself. This document is now distributed as part of the DEGAS 2 code. The user
can be best assured of concurrence between code and manual by referring to the version
of the manual that came with the code. Copyri@001 PPPL. Permission is granted to
make and distribute verbatim copies of this manual provided the copyright and permission
notice is preserved on all copies. Permission is granted to copy and distribute modified
versions of this manual under the conditions for verbatim copying, provided also that the
entire resulting derived work is distributed under the terms of a permission notice identical
to this one. Permission is granted to copy and distribute translations of this manual into
another language, under the above conditions for modified versions.
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Chapter 1

Introduction

1.1 Purpose of Monte Carlo Neutral Transport

The interaction of neutral atoms and molecules with the background plasma is an
important component in the physics of fusion research plasmas. These neutrals
affect both the particle and energy balance of the plasma, providing a source of
new plasma and a channel for heat transport across the magnetic field that confines
the charged particles. In addition, hot neutrals which leave the plasma volume can
interact with the wall of the plasma chamber, sputtering impurities into the plasma
and (in reactors) possibly damaging the wall. Finally, these hot neutrals can also
be used for plasma diagnostics. Therefore, it is worth developing an accurate
description of the neutral behaviour.

The theory of neutral particle kineti¢s[1] treats the transport of mass, momen-
tum, and energy in a plasma due to neutral particles that are themselves unaffected
by magnetic fields. This transport affects the global power and particle balances
in fusion devices, as well as profile control and plasma confinement quality, par-
ticle and energy fluxes onto device components, performance of pumping sys-
tems, and the design of diagnostics and the interpretation of their measurements.
Though analytic models (solving the Boltzmann equation for the neutrals or using
the diffusion approximation), both single- and multi-species, have been used to
study neutral transport, a variety of approximations must be made. Some numer-
ical methods for solving the Boltzmann equation use simplified geometries and
atomic physics. On the other hand, the Monte Carlo approach to integrating the
Boltzmann equation can treat in great detail asymmetric geometries and complex
atomic physics and wall interactions. Because of the similarity in the problems,



Monte Carlo neutral transport codes can build on the techniques developed for
neutron transport in reactor design[2].

1.2 Need for DEGAS 2

The predecessor to DEGAS 2 was DEGAS[3], a widely used and well docu-
mented code. However, two events pointed out its limitations.

e The combined DEGAS-B2 code was too slow (about 100 Cray haurs)[4].
The stronger the coupling between neutral and plasma species, the more
difficult it is to arrive at a converged solution. In this case which looked
at a high recycling divertor for a compact, high field reactor, hundreds or
thousands of complete Monte Carlo profiles must be carried out in order to
couple effectively to a fluid code.

e The problem physics was difficult to modify. In the radiative and detached
divertor regimes being investigated for future reactors, it is believed that the
list of important atomic processes will grow to include elastic collisions and
molecular hydrogenic species other than ground state H

Hence, it was decided that a new code should be written which draws on the
extensive experience at PPPL and that from Garching @lichJd The philosophy
behind DEGAS 2 was defined during 1992-1993:

e High speed,
e Flexibility,
e Ease-of-use,

¢ Well documented.

1.3 DEGAS 2 Features

An effort was made to realise the above mentioned objectives of DEGAS 2 by the
following means:

e Improve speed relative to DEGAS by utilizing the “track length” estimator.



Ensure flexibility by designing the code using quasi-object oriented pro-
gramming techniques. The modifier “quasi” refers to the fact that DEGAS
2 is written in FORTRAN (compatible with FORTRAN 77 and FORTRAN
90). Even though the basic “classes” in the problem have been abstracted,
the degree of encapsulation actually achieved (via pre-processor macros)
in DEGAS 2 is limited. Furthermore, there is no provision for inheritance
within this programming environment.

Provide an easy-to-use and well documented code by writing it with the
FWEB|7] package. FWEB provides the powerful preprocessing and macro
facility which underlies the “quasi-object oriented” implementation and in-
ternal BX documentation.

Other significant features of DEGAS 2 include:

Dynamic memory allocation for optimal performance in large problems,

Operation on a number of UNIX platforms, compilable with both FOR-
TRAN 77 and FORTRAN 90,

Input and output data stored in self-describing, platform-independent bi-
nary files. Presently, the main code uses exclusively netCDF[8] (Network
Common Data Format) files for input and output. However, a simple post-
processing utility is included which generates graphics and data in[HDF[9]
(Hierarchial Data Format) files. Hopefully, a single format will be settled
upon eventually.

Parallel execution on distributed workstations and massively parallel com-
puters. This is the most promising technique for improving the speed of
DEGAS 2. The reason is that most of the future advancements in com-
puter speed will result from increases in the number of processors. Parallel
processing is practical to Monte Carlo since the amount of communication
required per computation is small.

High quality coding standards. Good programming practices such as use
of theimplicit none statement and an assertion facility help to ensure
that the code works properly. This document will eventually describe a basic
test suite which actually demonstrates that the code is correct. In the code
design process, clarity has been given a high priority as well, facilitating
readability and maintainability.



e Code versions numbered and documented with the “CVS” (concurrent ver-
sion system) package.



Chapter 2

Background

2.1 Generic Monte Carlo Algorithms

Monte Carlo methods generally involve sampling from some “parent population”.
The sampling process is usually facilitated by pseudo-random numbers generated
via a numerical algorithm. The quantity or quantities sampled are then used as in-
put to a subsequent (deterministic) calculation which results in the desired output.
This process is repeated a number of times, so as to thoroughly sample the parent
population, and a distribution of the output data is compiled. In some cases, only
the mean of this distribution is of interest (as well as some estimate of its error),
while in other cases, the distribution itself is the objective.

Note that the process being simulated need not be random. For example,
Monte Carlo techniques may be the only way of computing the volume of some
complex three-dimensional object. This is just one example of the versatility of
Monte Carlo techniques. But, Monte Carlo is not always the most efficient solu-
tion for a problem because of the significant computational effort required. Two
reasons for using Monte Carlo are:

1. No other solution is available.

2. The details of the problem are sufficiently important that no approximations
can be tolerated.

In the case of particle transport, the latter reason is usually invoked. Examples
of Monte Carlo particle transport include:

1. Neutron tranport in fission devices,
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2. Radiation transport,
3. Electron transport in semiconductors,

4. Neutral particle transport in plasmas.

2.1.1 Sampling a Distribution

The most fundamental process of a Monte Carlo simulation is the sampling of
probability distributions. Typical examples for a particle simulations would be:

1. Choosing a velocity vector from a Maxwellian distribution,
2. Picking a particle from a spatially varying source,

3. Determining the distance to the next collision.

2.1.2 Sampling Distance to Next Collision

To illustrate the third case, consider particles with a total, macroscopic cross sec-
tion X;. We write theprobability density functiorior having the next collision
betweenr andx + dz, p(x) dz, as:

p(z)dr = Xy exp(—Xx) dx. (2.1)
Then, thecumulative probability distributiorP(y),
)
Ply) = [ p(a) do, 2.2)
0
is the probability of having a collision for any < y. Note thatP(0) = 0 and

P(o0) = 1.

As suggested by the above figure(y) can be sampled by choosing a uni-
formly distributed random numbeér, with 0 < ¢ < 1. For this exampleP(y) is
easily computed and inverted so that

(2.3)

where we have surreptitiously replaced- £ with ¢ since both are uniform over
the unit interval. Again the logic of this process, as depicted in the figure, is that
if £ is uniformly distributed, then numbers betwegto ¢ + A¢ are chosen with

the same frequency as particles having collisions betweardy + Ay. Thus,y

is the sampledlistance to next collisian
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Figure 2.1: A uniformly sampled value is translated into a sample ofdis-
tributed according to the “Probability Density” curve using the integrated “Prob-
ability” curve.
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Figure 2.2: Values aof distributed according tp(x) can be sampled by uniformly
selecting(z, &) pairs and tossing out ones with> p(z).

2.1.3 Sampling More Complicated Distributions

Because of the simplicity of the functional form of the collision probability density
function, the distance to the next collision can be easily sampled using a single,
uniform random number. If this were not the case, more general methods, such as
thisrejection techniquewould have to be employed.

As an example, consider the sampling of a velocifyom a Maxwellian dis-

tribution,
1 (v —w)?
p(v) = Trom exp [ —— ] ) (2.4)

Uth

For simplicity, limit thev values tojv — vy| < Muvy, for some appropriaté/.

Now, we choose a pair of random numbéts¢) with z uniformly distributed
over the intervaby — Muvy, < x < vy + My, and€ uniform over0 < € < prax,
wherep,.x is the maximum value op(v). If £ < p(x), accept thisr as the
sampled velocity. Otherwise, §f > p(z), reject thesézx, ¢) and sample another
pair. That the resulting set of values is distributed as required can be seen
by studying the figure above. This figure also makes the case that the rejection
approach may not be very efficient for sampling a Maxwellian (indeed, DEGAS
2 uses the well-known Box-Mueller method for this task).
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In general, a rejection technique factors the probability density into two
functions,p(xz) = g(z)h(x), where it is known how to samplefrom the function
g(x). The acceptance condition is jysk h(x). The Maxwellian example simply
setsg(x) = 1.

2.2 Particle Transport

One of the main benefits of doing Monte Carlo particle transport is that most of the
time the algorithm can be understood directly from a physical picture. Namely,
we think of the code as tracking particles through a medium and having collisions
with probabilities determined from the cross sections of the various collision pro-
cesses. The outcome of those collisions is the same as for the actual physical
particles, and so on. This is known as #ealog description of Monte Carlo
particle transport.

In this section, we want to give a rough idea of how this picture relates to
the integral equations which provide the actual mathematical basis for Monte
Carlo techniques. Only from these equations can we understambtihanalog
techniques (the rejection technique described in the previous subsection is a non-
analog technique) used to make the Monte Carlo process more efficient. We hope
to familiarize the reader with the integral equations to the point where more de-
tailed references[2,10] can be readily digested.

From an analog point-of-view, we imagine a Monte Carlo particle simulation
as consisting of four parts:

1. A way to sample an initial particle distribution,
2. A way to treat particles from one point in space to another,
3. Tools to treat “interesting things” that might happen along the way,

4. Some useful quantities to compute and record at each stage of the process.

The last of these, referring to “scores” and their “estimators” will be addressed in
Sec[ZB.

2.2.1 Motivating the Integral Equation

The initial particle distribution, or source, is given by a probability density func-
tion Q(x) > 0. We takex here to represent a point in phase space so that this
function provides both the velocity and spatial distribution of the source.
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The tracking of particles is described in the integral equation by a function
L(y — x) which gives the probability that a particle starting at a pgiim phase
space ends up at poimt This function includes the “interesting things” (colli-
sions) that might happen along the way, as we will describe in the next subsection.

Using these two functions, we can write tthensity of particles arriving at,

x(x) as the sum of two pieces:

1. Arrivals directly from source®(z).

2. Particles transported from elsewhere:
/X (y — x)dy (2.5)

And we have
—f—/x (y — z) dy. (2.6)

2.2.2 Transport and Collision Kernels

In order to describe the kernélly — z) in more detail, substitute fay andz
the phase space variablgsv) and a species index The kernel. can then be
broken into two pieces:

L7, 0, — 7 ui) =T — 70,4000, — v,i;7), (2.7)

whereT' (7" — 7 ,1) is the (probability) density of particles leaving a collision
at/” and having a subsequent collisionaiThe “;” is used in the arguments 6f
andC to separate changing parameters (on the left) from those held fixed (on the
right). Basically, sampling frord" is as described in Sectign Z]1.2.

Collisions are described by (", 7 — v, 4;7) which provides the probability
that a particle of velocity”, species’ will have a collision resulting in a particle
of velocity v, speciesi. In practice,C is a sum over the physical reactions in
which specieg’ participates.

2.2.3 Integral Equation Details

One of the problems with reading Monte Carlo particle references is that there are
several slightly different “quantities of interest” equivalentyta:). Furthermore,
there is no well-established notation for those quantities. In this subsection, we
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attempt to list these various quantities and to provide a detailed form of an integral
equation for later reference.

The quantityy(x) is called thepost-collision density The origin of this des-
ignation should be clear from the previous discussion. Equivalently, the integral
equation can be written in terms of tpee-collision density)(z). The two are
related by

W(F, i) = / &Er'x (7,5, )T (7 — 7. 7,9). (2.8)
It is this pre-collision density which is most closely related to the more familiar
particle flux® and particle distribution functiosi by the definitions:

The integral equation fap bears a strong resemblance to thatfokVe write
it out here in detail to illustrate the details as well as to provide a reference point
for the rest of the document and other reading:

O(F,T,0) = S(F5,0)
+/0de /d% O, i — 5,i: 7 — OR)
xT(F — QR — 70, ¢(F — QR, 0, i), (2.10)
where

S(F,5,i) = /OO dR Q(F — OR,7,)T(7 — OR — 7 7,i), (2.11)
0

= R -
T(F — QR — 79,i) = X,(F, 7,4) exp l— AR S,(F — QR ,7,1)| . (2.12)
0

The actual form of the collision kernél need not be written down here. Instead,
in this document we’ll only talk about it's implementation from an analog point
of view. The only additional piece of information about it that we could add to the
above equations is that consists of a sum over the relevant collision processes
involving specieg’.

The approach of writing the path integrals as above instead of as general phase-
space volume integrals with the path enforced via delta-funcfions[10] was copied
from Case and Zweifel['11] We find that this leads to expressions which are easier
to work with and think about.
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2.3 Estimators

The objective of the Monte Carlo calculation is to evaluate integrals over the dis-
tribution function:

I(g) = / Brdv f (7, 7)g(F, ). (2.13)

For example, if we wish to estimate a reaction rate X|v

I(p) = / PrdPvSo(F, 7). (2.14)

Values ofp are accumulated along the random walk of the neutral flight and
used to estimaté(p). The mathematical description of this accumulation process
is called theestimatorof .

2.3.1 Simple Estimators

Consider a random walk which consists of steps,(zy, zs,...,x). l.e., the
particle is absorbed or otherwise terminated atktiestep. The simplest esti-
mator involves writing down the value gfat the point of absorption. Thus, the
absorption estimator is

ta(v) = Lwxy, (2.15)

a

wherep, is the absorption rate in the volume of inter&sandw is the statistical
weight of the particle (constant for this random walk process). The fungtjon

1 ifa, eV
xv(@m) = { 0 ifangV (2.16)

just permits the score to be localized to the volume of interest.
The expectation value of the estimator is just the sum over all possible random
walks~ of the probability of each wall(~y) times the corresponding estimator,

E(&) =Y P(7)&(y). (2.17)

Obviously, only one data point is collected for each random walk.
We can instead accumulate a score at each step (scattering collision) of the
random walk.

calr) =3 [p“(“””’”)] wxy (), (2.18)

m=1 pt(xm)
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wherep;, = p, + ps IS the total reaction rate for the particle, with being the
scattering rate. The subscript denotes the first collision estimator described
here. The expectation value of the estimator is again formally written as

E(&a) ZP )& (v (2.19)

Because of the greater amount of data accumulated along each particle track, the
variance of this estimator will usually be smaller than that of the absorption esti-
mator.

Consider now a random walk process in which absorption is forbidden. This
is our first departure from the usual analog processes. Instead of an absorption,
the weight of the particle is reduced at each scattering collision by its survival
probability. So, at thenth step of the walk the weight of the particle is

:wH ps(7;)
j:lptx

The flight must be terminated in some manner; the usual practice is to have it
undergo Russian rouletie[2] when, < wn,, Wherew,;, is some specified
minimum weight. The collision estimator for this nonanalog random walk process
is then

- Tm)

502 Z pt<xm)

For formal proofs that these expectation values do indeed Yigll see
Spanier and Gelbard[2].

(2.20)

] XV (Tm)- (2.21)

2.3.2 Generalized Collision and Tracklength Estimators

Two principal estimators are used in DEGAS 2. One is a generalization of the col-
lision estimator described in the previous subsection; the other is the tracklength
estimator.

These estimators can be obtained by making a slight modification of the deriva-
tion given by Macmillan[45] (who had improved upon an earlier approach de-
scribed by Spanier[46]). To make the connection to DEGAS 2 clearer, we replace
the X andd variables of Macmillan withp andt.

Macmillan’s paper, like the earlier one by Spanier, aims to derive the track-
length estimator. Collisions are described as either scatteringsyate ab-
sorptionsp,. The starting point is the nonanalog random walk process described
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in Sec.[Z3]1. The probability of an event occurring in a time interials
(ps + pa)dt. Again, the weight reduction factor applied at each scattering is
ps/(ps + Pa)-

The trick used by Spanier is to introduce a fictitious “delta scattering” that has
no impact on the particle’s trajectory or weight. These “pseudocollisions” are not
unrelated to those of the original DEGAS cdde[3]. Additional flexibility in the
final results is obtained by associating some fraction of the absorptiwith the
delta scatterings. To obtain the estimators used in DEGAS 2, we work with a total
fictitious scattering reaction rate

Pt,s = Ps,s + &Pa, (222)

where p, 5 is equivalent to Macmillan'sZ; ;. Then, the probability of a delta
scattering in a time intervalt is p; s dt. At each delta scattering, the weight is
reduced by a factofp: s — ap.)/ps. The probability of a real scattering in the
same interval i$p, + (1 — «)p,) dt; at each such event, the weight is reduced by
ps/[ps + (1 o a)pa]'

If a particle travels a timein a region of constant parameters before having a
real collision, the conditional probability of havimgpseudocollisions is

P(n | d) = P e py ) (2.23)

At each pseudo or real collision, we use the standard collision estimator for the
nonanalog random walk, taken from EQ. (2.21):

e="Lo, (2.24)

i
wherew is the current weight of the particle and

P; = prs+ ps + (1 —a)pq (2.25)

is the overall total reaction rate.
The expected value of this estimator over theollisions in the region is then

EE|t)=Y P |t} <M> , (2.26)
n=0 Pt i—o Pt,6

where we have assumed that the initial weight of the particle is 1. The last factor
represents the subsequent weight reductions with each pseudocollision.
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Following Macmillan’s evaluation of/ (¢ | t), we find that we can write

1 —exp(—ap,t
p =) p(—apat)

E(|t) = C,,Os vy o

, (2.27)

where
C/ — ps+(1_05)pa
~ prs+ps+ (1 —a)pa
should be compared with Macmillan’s
Macmillan’s expression for the weight reduction after times exactly the
same in our case:

(2.28)

Ps
E(w | t) = exp( ozpat)ps Iy (2.29)
The factor at the end represents the weight reduction by the real collision at time
t. If the particle travels a timethrough the region without having a real collision,
its weight should be reduced by justp(—ap,t).

In this latter situation in which there is not a real collision at titmenly the
pseudocollisions contribute to the score. An interesting difference from MacMil-
lan’s approach is that if we consider the lirpjt; — 0, we should get no score at
all. In contrast, MacMillan’s pure “collision estimator” still compiles a nonzero
score as_; s — 0 through then’®,, contribution to the pseudocollision cross sec-
tion. Thus, MacMillan’s “collision estimator” behaves somewhat like a track-
length estimator if there are no collisions in a region. For simple scores, this
behavior is desirable: lower variances will result in regions of small cross section.
However, a few scores are sufficiently complex that averaging along the particle
path cannot be done, and scoring can only be done at collisions. A pure collision
estimator is required for handling such scores.

In the case of no real collision at timgthe expectation value for our estimator
becomes:

B¢ | 1) = L pys i SR 0R)
Pt APgq

Clearly, E(¢ | t) — 0 asp:;s — 0. The limiting expressions above fpf; — 0
can be obtained from MacMillan’s with s — —aX,.

We now consider the expressions used in DEGAS 2. We start by using
so that absorptions occur only at the delta scatterings. This is consistent with
our use of the nonanalog random walk, i.e., suppressed absorption. The collision
estimator is then given by, s = 0,

(2.30)

£ = P exp(—pat)wxy, (2.31)

s
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wherew is the weight of the particle at the beginning of timestegmd we have
inserted the characteristic function &f yy, for completeness. At the end of the
timestep (after the collision is scored) the weight is reduced by

w' = wexp(—pqt). (2.32)

The particle track continues from there, and multiple scores may be made inside
the volumeV'. If the flight travels through the volumg without a collision, no
contribution to the score is made. However, the weight is still reduced by the

factor in Eq. [Z:3R2).

The track-length estimator is obtained wijthy — oo,

1 — exp(—put
exp(—pat)
Pa

Note that EQ.[(Z.30) yields this same result in the case of no collisions. The same
weight reduction, Eq.[{Z:82) is applied at the end.o€onveniently, this allows

us to use the same weight factor for both estimators (true in MacMillan’s case as
well).

Molecules and some other species are not treated with suppressed absorption.
Instead, an ionizing collision terminates the flight (typically changing the species).
The estimators for this case are obtained by setiing 0 in the above expres-
sions:

&=p Xv. (2.33)

gc = wxv, (234)

T pstpa
and
& = ptwyy. (2.35)

There is no weight reduction in this case, andetains its initial value for the
duration of the flight.

2.3.3 Specification of Tallies

This section briefly covers the practical implementation of the estimators de-
scribed in the previous subsection. DEGAS 2 currently features three primary
types of estimators. These estimators are used in accumulating three types of
tallies. The tally types are

1. test,

2. reaction,

16



3. sector.

These designations can also be viewed as characterizing the nature of the infor-
mation contained in the functiopof Eq. (Z.I8). The following discussion of the
three estimators applies to the first two of these; there is only one estimator for the
sector tallies.

The first estimator, associated with the accumulating test particle information,
is just the track length estimator (see also $ec.]2.3.2),

€TLE _ g 1 — exp(—oity)

)
g o,

(2.36)

wherety is the time the particle track spent in volume®, = weight at start
of the time step. Compare this with Eq. (2.33). The functiocan be a test
particle attribute, such as mass, momentum, energy, or reaction-related, e.g., ion
momentum source due to charge exchange. The latieantity enter the track-
length estimator as averages over the background distribution[14].

The second type of estimator is the collision estimator,

s

9
&5 = S wn, (2.37)

where the sum is oven, all scattering collisions withi. The quantityw,,,
is the weight atn,th collision (by using the instantaneous weight rather than the
initial weight, the exponential weight reduction factor that appears explicitly in
Eq. (Z31) is incorporated automatically). Againis a test particle attribute.

There is an analogous expression for the collision estimator associated with a
particular reaction,

g
& = Z_wmj;j? (2.38)

where the sum is now over; collisions of reactiory within 1/, The function
g Is some guantity related to the reaction and is likely something known only at
collisions. One example of such a quantity would be the energy source due to
H, dissociation (i.e., the energy exchange is determined only once the product
velocities have been determined).

The third type of estimator arises from the observation that many integrals of
interest can be written as:

I(g) = / drg(F) / o f(7,7) = / &Prg(Fn(F). (2.39)
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This leads to the post-processing estimator. The requirement ig tietdepend
upon the test or background velocities. An example of this is thesidission
rate.

Information accumulated when a flight crosses a diagnostic sector (surface) is
compiled in the sector tallies. The stimator is just, wherew = is the weight
when the track hits the sector. Examples of the= functions include mass,
incident angle, and energy. This is effectively a collision estimator.

There is also a “null” or “none” estimator that can be used, say, to eliminate
the contribution of a particular reaction to a tally without having to remove that
reaction from the problem.

For each tally, we need to specify

1. A descriptive label,
2. The type of tally (test, reaction, or sector),

3. Its geometry, [volume (per zone), surface (diagnostic sector), or detector
(e.g., chord-integrated)],

4. The dependent variable (e.g., energy, background momentuemi$sion
rate). The requested variables are matched directly against the labels in the
atomic physics data files. If a new reaction and data file containing a new
variable are added to the code, that variable can be used as the basis for a
corresponding tally without having to modify the code.

5. The rank (or dimensionality) of the tally,

6. Itsindependent variables {2 rank) [e.g., zone, test particle species, energy
bin (diagnostic sector), wavelength bin (detector).

7. The estimator to be used (track-length, collision, post-processed, or null).
For reaction tallies, the estimator chosen can vary with reaction. It may be
advantageous to combine results from than one estimator, but no effort to
implement such a capability has been made yet.

8. Any conversions that must be performed on the tally prior to output. Usu-
ally, these conversion will do some sort of scaling, e.g., by mass or volume.
An important example is convertingfrom Cartesian to cylindrical coordi-
nates when scoring.
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2.4 Tracking Procedure

The two previous subsections are tied together with an outline of the DEGAS 2
subroutine for following flights in Fig. 2.3.

The flight is initiated as it is sampled from the spatial and velocity distribution
of a source. Conceptually, this step amounts to specifyifig’, ¢, i) using the
source tern@) (7, v). The subscrip® denotes the initial track for the flight.

The next stage of the algorithm involves computing the reaction pates,
etc. for the flight. Continuing flights which require a recomputation (due to cross-
ing from one plasma region to another or to a change in species or velocity) repeat
the main loop starting at this same point. The post-collision dersiip Fig. [Z-3
is intended to refer to them.

The time to the next collision is randomly sampled (Sec. R.1.2) from the sum
of the non-absorbing reaction rates using a random nutber

The weightw is compared with some minimum weight to guarantee that the
flight terminates at some point. The “End flight” process indicated in [Fig. 2.3
actually represents a Russian Roulette procedure[2] which may allow the flight to
live a little longer.

The transport kernél translates the flight from positiori to 7. At the same
time, this step represents the conceptual transition from post-collision density to
pre-collision densityy), Eq. (Z:8). The tracking algorithm stops wheg- t,,.x,
the flight crosses a zone boundary (denoting a change in plasma parameters), or
a “sector” (a material or diagnostic surface; these will be discussed later in this
document) is reached. If a zone boundary is crossed, the flight continues as is,
although the rates must be recomputed. Processing a sector may result in the con-
tinuation or the termination of the flight, depending on the type of sector. Again,
the details have been omitted for simplicity.

If the flight reaches = t,.., the implication is that it has had a collision.

A particular collision is randomly chosen from amongst those possible for this
particular flight. At this point, precollision scores are recorded and the collision
itself is processed. Conceptually, this represents the transition via the op&rator
from v,.1 t0 x,.1. If the reaction chosen results in no particles to track (e.qg.,
in no neutral species; particles which DEGAS 2 has been instructed to track are
called “test” particles), the flight is terminated. Test particles resulting from the
collision are tracked in the same manner, starting with the computation of the
reaction rates.
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Xo(r',V')
Calculateps, pa
Xn(r'.V)

tmalx =-In Z / Ps
End fliaht

[ Track for time < tyay ] T

lle(r,V'),

[ tiac = [1 - eXp(pa )] / Pa ]qJn+1(r,v')

Compile track-length scores
& =P tac W

-

‘ Cross zone boundary|

Reduce weight
W =W exp(pat)

no
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Compile collision scores
&= pwexp(pat) /ps

¢
yes Xa(r,v),
Any test
products? Xn+1(T,V)

no

End flight

Figure 2.3: Flow chart of DEGAS 2 subroutifi@low , showing the steps in-
volved in tracking a flight from its birth to its termination. Note the weight re-
duction, and collision and tracklength estimators ($€¢. 2.3). The operators from
the integral equations are shown along with the pre- and post-collision densities.
These labels tie the practical algorithmic operations to the equations in Sec. 2.2.3.
Some details have been omitted for clarity.
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2.5 Random Numbers

The concepts behind the random number generator used in DEGAS 2 are de-
scribed in the file|andom.web . The[documentation at the top of the file pro-
vides a nice introduction.

2.6 Geometry

The introduction tageometry.web  provides a concise description of the fun-
damental elements of the DEGAS 2 geometry. Heré¢’s a link to the PDF version
of this file. Note that most users will define geometries at a higher level, such as
that provided byeadgeometry andboxgen .

2.7 Atomic Physics

The interaction of electrons with hydrogen atoms and ions in a divertor plasma is
complicated by having comparable collision and radiative decay times. The tech-
niques for treating such systems were first described by Bates and McWhirter[5,
B]. The physical processes included in such a collisional-radiative model are:

1. Electron collisional excitatiok’ ,,,,, and de-excitatiot< ,,,,.,
2. Spontaneous radiative transitiafs,,,

3. Electron collisional ionizatiot’; ,,,,,,

4. Three-body recombinatiait, ,,,,,,

5. Radiative recombinatiofi,,,

wherem andn are principal quantum numbers. For the two state terms, the initial
state is theseconchumber; the final is thérst. This apparently backward notation
allegedly has a mathematical origin.

A set of m equations describes the balance between these processes that de-
termines the density of the -th excited state of the atom\,,,,

de = _Nm [ne <Ki,m + Z Ke,nm + Z Kdﬂ””)

dt n>m n<m
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+> Anm]

n<m

+1e <Z Nan,mn + Z NnKe,mn>

n>m nm
+ > NoApn +1eni(Br + neKom), (2.40)
n>m
wheren, is the electron density and is the density of ions corresponding to the
atom under consideratiom(— oo, effectively).

The basic assumption of the collisional-radiative madei[5, 6] is that states
above ground state will decay much more rapidly than the ground state will change.
The evolution of the ground state is considered to be comparable to the transport
time scales. This physical process is the one considered by the neutral transport
code. In other words, the. = 1 equation will essentially be solved by DEGAS 2
andV; can be treated as an externally known quantity. The relatively rapid equi-
libration of the excited states permits the time derivatives of their densities to be
set to zero. The set of equations far> 1 can then be solved,

(@) (i)
Ny ;

1y

In practice, the solution of these equations involves:

1. Obtaining the various reaction ratés, ..., K mn» Amns Kimn, Krmny B
as a function of,, and7.,

2. Solving them > 1 equations for each,, T, pair with Ny = 1 andn; = 0,
providing the “coupling to the ground state”,

3. Solving the equations again wit¥y = 0 andn; = 1, yielding the “coupling
to the continuum”.

Tables of N /N, and N /n; are thus obtained as a functionrgfandT.,.
With Eq. (Z.41), then = 1 equation can becomes

dN
d—tl = —NineSesp + nen;Repy + transport, etc., (2.42)
with
N®@
Serr=>_ ( m ) Kim, (2.43)
m>1 N
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and

(id)
Reff = - Z <Nm ) Ki,m + Z (ﬁm + neKr,m)' (244)

m>2 g m>1

Serr is thus the effective ionization rate of the ground state neutral, incorporating
the multi-step processes associated with all of the excited states. Likétvjses
the effective recombination rate. Both are functions ofnd?, and are tabulated
along with selected values of thé() /N, and N /n; for use in DEGAS 2.

Excited state densities, e.g., for= 3, are found with

N(i) N(ii)
N3 = (3) N + ( 2\ n,. (2.45)
Nl n;

Thus, the H emission rate is given b¥; As; = 4.41 x 10" N5 cm™3 s71,

2.7.1 Electron Energy Exchange Rate

The expression used oollrad  for the electron energy exchange is

dE,
dt = Ry (_Nlneseff + neniReff)
1 1
Ry 3 N (5= 1)
n<m
R
—MNeny Z ﬁm ((Erad,m> + };> ’ (246)
m>1 m

where
e Ry =13.6 eV (one Rydberg),

the first term is the loss due to ionization,

the second is the gain due to recombination.

The sums represent lost photons from radiative transitions and radiative re-
combination,

(Erqa,m) is the average energy of a recombining electron.
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For the last item, we use the expression given by Reéiter[14],

3 1. dBm
Eroam) =T, | = + == . 2.47
(Ewan) =T, |5 + 52522 @47
Using Eq. [Z:41), Eq[{Z.46) becomes
dFE, i i
dt = _R‘y (Nlneseff - neniReff) - NlEl(ois - niEl(os)s7 (248)

s El(j?s represent the loss rates due to coupling to the ground
state and continuum, respectively. Both are provided as tables as functions of
and7. for use in DEGAS 2.

where the termg&?

2.7.2 Solutions Used with DEGAS 2

The code we use to solve these equatiamdlrad , is based on the one de-
scribed by Weisheif[1.7]. Rather than using EQ. (R.41), the original code used the
assumption that ionization and recombination were in balance to determine the
neutral density in terms of the ion density. The other change made to Weisheit’s
version of the code is that the cross section data have been updated as prescribed
in the Janev-Smith database[15]. The resulting collisional-radiative data are be-
lieved to be in good agreement with ADAS. Although tt@dlrad  code is not

itself distributed with DEGAS 2, it can be obtained from the DEGAS 2 authors
(see Sed. G.1).

The output data fromsollrad  are contained in the filehr2.dat . Earlier
versions of this same fileh.dat (as generated by Weisheit’s original code) and
ehrl.dat [generated with Weisheit’s code modified to use EQ. (2.41)] are also
included in the DEGAS 2 distribution since they were both used extensively with
the original DEGAS code.

Theehr2.dat file contains

1. lonization rateS.;; incm’ s,
2. Recombination rat&.;; in cm’ s+,

. Neutral electron Iosse?‘q(jis

w

inergs!,

i)
0SS

4. Continuum electron loss inergs,
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5. Neutral “n=3/n=1"N{" /N,
6. Continuum “n=3/n=1"N") /n,,
7. Neutral “n=2/n=1"N{" /N,
8. Continuum “n=2/ n=1"N{" /n,.

The portion of the file for each quantity consists of 15 separate sections (labeled
by jn ), corresponding to the various electron density values,

ne(jn) = 1010+402=D/2 ¢y =3, (2.49)
Each section consists of 60 data values, one for acjt),
T.(jt) = 107 12HE=D/10 gy (2.50)

The indexjt starts at 1 in the first column and row and proceeds row-by-row.
There are 10 rows of 6 entries each.

2.8 Elastic Scattering

2.8.1 Neutral-lon Elastic Scattering

Note: this subsection was extracted from Ref. [18]. A few minor changes in nota-
tion have been made for consistenOyly limited experimental data are available

for ion-neutral elastic scattering at low energies. The monograph by Janev[13]
is one of the most widely used data sources available, but only contains charge
exchange at moderate to high collision energies and no data for elastic scattering.
As divertor technology has progressed, low temperature operating environments
have become a standard mode of operation. Under these conditions, both charge
exchange and small-angle elastic scattering must be included in simulations. Be-
low approximately 2 eV foD* + D collisions, separate treatment of small-angle
elastic scattering and resonant charge exchange becomes impossible due to quan-
tum mechanical effects. The need for a comprehensive treatment of ion-neutral
elastic collisions at low energies motivated the Controiled Fusion Atomic Physics
Data Center at ORNL to produce a collection of total differential elastic scatter-
ing cross sections for 31 various isotopic combinations of hydrogen atoms and
molecules[19].
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DEGAS 2 represents an improvement over the original DEGAS code in that
the pseudo-collision algorithm originally employed in scoring rediuilts[3] is re-
placed with a track-length type estimator. This allows efficient determination of
momentum and energy exchange with the background plasma over a wide range
of background densities. The rate expressions used by the track-length estimator
involve the momentum transfer (or diffusion) cross sectigifi?0].

A general expression for the integral cross sectionslis[20]

. /” (1 cos§) o6, E,) sin 0 do, (2.51)
0

wherel = 0 corresponds to the total elastic scattering cross sedtien] to the
diffusion cross section and= 2 to the viscosity cross sectiof;is the center-
of-mass scattering anglé;. is the relative energy of the collision, andd, F,)

is the differential elastic scattering cross section. The total elastic collision cross
section,oy, is used in Monte Carlo simulations to determine the time between
elastic collisions. In this manner the size of the total elastic collision cross section
influences the execution time of numerical simulations.

A simulation technique that reduces the total collision cross section while
keeping the momentum transfer cross section invariant can be developed. Using
the expression fos; and dividing Eq. [[Z.31) into small and large angle compo-
nents,

Hmin ™
ad(m:%/o C(ET)(l—cos6)5(9—0mm)d9+27r/ (1—cos 8)o(6, E,)d6.

Prie (2.52)
Substitutings (0, E,.) from the ORNL data set here and directly computingF,.)
[via Eq. (2.51)], allows Eq.[(Z2.52) to be solved 10f £,.) given a particular value
of f..in. The resulting value of’(E,.) is then used in a similar expression for the
viscosity cross section. This provides viscosity cross sections accurate to second
order inf,;,. The value ofd,,;, is chosen so as to reduce the total elastic cross
section as much as possible while retaining physical realism.

For low energy elastic collisions a significant portion of the collisions involve
small-angle deflections. Due to this behavior, the majority of the reduction in
total elastic cross section is obtained with a five-degree minimum scattering angle
(Fig. [2-4). Minimum scattering angles greater than five degrees result in little
computational savings. The resulting reductiomrins approximately a factor of
two at relative energie&, > 10~! eV. The values for,; are unchanged during
application of a small-angle cut-off.
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Figure 2.4: Comparison of total and diffusion cross section®fo#s- D collisions
with and without the small-angle cut-off approximation.
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The use of this small-angle cut-off leads to an efficient algorithm for simulat-
ing the dynamics of elastic collisions in Monte Carlo simulations. Previous mod-
els based on classical collision kinetics for direct elastic scattering face difficulties
in that the cross section is a rapidly varying function of the impact pararnéter[20].
This precludes the use of efficient table-look-up methods and forces a time con-
suming evaluation of the collision integral for each individual interaction.

Utilization of the differential elastic cross section/d, £.,.), allows develop-
ment of a table-look-up interpolation for both direct elastic scattering and resonant
charge exchange. Following the work by Abou-Gabal and Emmeért[21], we divide
the total elastic cross section intgpieces and interpret the result as a cumulative
probability distribution function,

P, =27 /Cosel o (0, Er) d(cosf),i=0,1,...n. (2.53)
J-1 o(Er)

Equation[Z.53 is inverted to obtain the scattering angle as a function of rela-
tive energy and: equally spaced values of the cumulative probability spacing,
©;(P;, E,), where©); is the scattering angle in the center-of-mass frame. Exam-
ples of©;(P;, E,) for the D™ + D and Dt + D, collisions at a center-of-mass
energy of 1 eV are presented in Fig.]2.5. At this energy, inclusion of direct elas-
tic scattering increases the probability that colliding particles undergo small angle
deflections. Consideration of charge exchange alone would shift the probabil-
ity distribution to favor collisions resulting i® = 7. As evident in Fig[Z]5,
©,(P;, E,) for like-species collisions exhibits a higher probability of undergoing
large-angle collisions compared to the ion-molecular collision case. This is due
to the absence of a charge exchange contribution to the scattering function for
ion-molecular elastic collisions. Monte Carlo collision processing begins with the
sampling of a suitable ion from a Maxwellian distribution at the local ion tem-
perature, yieldingF,. The P, are next sampled from a uniform distribution. The
collision angle follows from a bi-linear interpolation into this data table without
evaluation of complex integral functions.

Previous treatments of charge exchange in Monte Carlo algorithms employed
a 180° collision scattering model in the center-of-mass frame. The approach is
simple to implement, requiring just the exchange of the ion and neutral velocity
vectors and yields a momentum transfer cross section of &outwhereos,., is
the charge exchange cross section. This is, in fact, roughly equal to the total diffu-
sion cross section in ion-neutral collisions, ~ 20, [24,123,[24] The accuracy of
this simple expression is demonstrated in Fig. 2.6, which compares the diffusion
cross section with results for the “spin exchange” cross section from the ORNL
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elastic interactions at an interaction energy of 1 eV.
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data[19]. Spin exchange is defined as the exchange of the intrinsic quantum me-
chanical property of particle spin; for distinguishable particles this is equivalent to
charge exchange. For like-species collisions, spin exchange and charge exchange
are equivalent only within classical regimes. The relatign- 20., holds within

the classical regime above approximately 2 eV Ior + D. At lower energies,

the particles must be treated as indistinguishable and separation of direct elastic
scattering and charge exchange is no longer possible. At these low energies, spin
exchange is no longer equivalent to charge exchange and the relgtioreo,.,

no longer holds. This illustrates the difficulties in treating ion-neutral elastic col-
lisions by charge exchange alone under low-temperature detached conditions.

The addition of these data present the user with yet another option for handling
hydrogen charge exchange in DEGAS 2. Figurée 2.7 compares the new CFADC
data (labeled “Krstic”) with previous versions and with experimental data. The
cross sections have been plotted as a function of the relative velocity so that both
the hydrogen and deuterium data can be included. The Krstic cross sections are
the “spin exchange” cross sections described in Ref. [19]. They aresthaker
than the total elastic scattering cross sections that are to be used in DEGAS 2. This
underscores the point that these new elastic scattering cross sections are intended
to replacethe existing charge exchange data, not used in addition to them.

The default data used heretofore in DEGAS 2 have been computed from the
“Janev-Smith” fit[15]. This fit was derived from older data published by Barnett[25].
Barnett's data were a compilation of various experimental results. Included was
the work by Newman[26]. Why the Barnett compilation diverges slightly from the
Newman data at the lowest energies is not clear. The Reviere[27] curve [nFig. 2.7
represents the charge exchange cross section employed in the original DEGAS
code. Not surprisingly, they are used in DEGAS 2 in begas _box _bench
example. Note that Reviere’s intended application was neutral beam penetration.
Hence, the lack of agreement at divertor-relevant velocities is not surprising.

2.8.2 Neutral-Neutral Elastic Scattering

Low temperature (a few eV or less) plasma conditions may result in neutral den-
sities that are comparable to the plasma density. In such cases, collisions amongst
the neutral species can be important in determining the exchange of momentum
and energy in the system. For example, hydrogen molecules generated at a sur-
face typically have energies comparable to room temperature() §8yeV. Yet,

these molecules may be surrounded by much more energetic atoms, say 3to 5 eV,
resulting from molecular dissociation or charge exchange. Elastic collisions be-
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tween the two species can significantly increase the molecules’ energy, enabling
them to penetrate much further into the plasma before becoming dissociated or
ionized.

When the neutral-neutral mean free path is very shiost= g, /d < 1 (d
is a measure of the system size or of gradient scale lengihss the Knudsen
number) cases, the most efficient approach would be to use a fluid model for the
neutral species. This regime is also known as the “viscous flow” regime[28].
However, K, is usually close to one in most fusion problems, even in vacuum
regions. In that case, a kinetic treatment is required. Fortunately, such “transition
regime” cases can be handled effectively with a Monte Carlo code. \Khen-

1, the “molecular flow” regime, neutral-neutral collisions can be neglected. For a
practical discussion of these three regimes as they apply to the tokamak divertor,
see Ref.[[29].

The great difficulty with treating neutral-neutral collisions is that they make
the problem nonlinear. Namely, the collision kernel is then a quadratic function
of the neutral distribution function rather than a linear one. The exact problem
is very difficult to solve, and one is forced to resort to approximations. Re-
iter et al. addressed this issue first with the EIRENE code and concluded that
an iterative “BGK” approach (referring to the original algorithm developed by
Bhatnagar, Gross, and Kroak[30]; proposed independently by Welander[31]) was
sufficient[32,[38]. The BGK approximation replaces the collision integral with a
much simpler expression in which the distribution function relaxes to a Maxwellian
distribution with a velocity independent collision time. A physically relevant re-
sult is ensured by determining the parameters of the Maxwellian distribution so
as to enforce conservation of mass, momentum, and energy in the collisions. The
collision time remains arbitrary and is chosen so as to reproduce measured viscos-
ity and diffusion rates; this procedure is discussed in greater detail if Se¢. 2.8.3.

Neutral-neutral collisions are included in DEGAS 2 in exactly the same way
as in EIRENE. While more details on nature of the BGK algorithm are provided
in Kanzleiter’s thesis[34], the essential elements and references are covered in the
more readily available Ref[([33]. The BGK algorithm approximates the binary
collision integral for speciesas

fi Mo fi My fi
87,‘ T . Tiq
J#i J

(2.54)
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where theM represent Maxwellian distributions,

My, )3/2 [ ma({fa—ﬁa)2
exp | ———2% %1

2rkT, 2kT, (2.55)

Mazna(

Here, the individual particle velocity i§,; the massn,, is always that of the
species represented on the left-hand side of EQ.](2.54). In[EqQ] (2.54), a single
subscript refers to a physical species. Dual subscripts below refer to fictitious,
“mixed” species introduced for the purpose of handling binary collisions between
unlike neutral species.

Conservation of mass, momentum, and energy in the self-collision case yields

+oo
o= [ dui(@), (2.56)
— 400
3 +oo 1
inikTi = / d?’viminfi(ﬁ). (2.58)

Conservation of mass, momentum, and energy are also enforced in the the
mixed-species case to determine fifg. Additional constraints are obtained by
requiring that the ratio of the momentum and energy relaxation rates is the same
as for the full collision integral. The results &re[32, B3, 34] are

S mZUZ + ijj

g, — g,— mUtml; 2.59
J ! m; +m; (2:59)
2 . . PN
KTy = KT — — Nk, — kD) — 00— @)% . (2.60)

6

(m,- + mj)2
One additional important constraint on the collision times is obtained,
N;Ty; = NiTji. (261)

With 7;; = (n;{ov);;) "' representing the typical time between physical species
and the fictitious species represented\isy, this becomes just

<O'U>Z‘j = <O'U>ji. (262)
May[32,[33] sets the values of the reaction rates for mixed collisions using empiri-
cal diffusion coefficients; the rates for self-collisions come from measured viscos-

ity coefficients. The end result is that in both cases the reactioridaje o 7;"*
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or (ov);; Té/‘l. The validity of these expressions is examined in the next sub-
section.

The practical implementation of the algorithm is iterative. By default, the ini-
tial iteration of the code proceeds without neutral-neutral collisions. The reason
for this is that the neutral “background” with which the test species collide ini-
tially has zero density. A nonzero density could be specified during the setup of
the background, if desired. The fluid moments of EfS. (2.57),](2.58),[and (2.58)
are computed at the end of the iteration and inserted into the background density,
velocity, and temperature arrays for the neutral background species. The calcula-
tion is then restarted; this time the test neutral species scatter against the neutral
background. At the end of the run, the fluid moments are again updated. The
iterations continue either a specified number of times or until some convergence
criterion is satisfied.

Accurately simulating neutral-neutral scattering requires greater care in setting
up the geometry and deciding on the number of flights than is exercised in linear
runs. First, the entire problem space must be divided up finely enough to resolve
all anticipated spatial variations of the neutral density. In comparison, without
neutral-neutral scattering, the vacuum regions can be treated as large monolithic
zones. The variation of the neutral parameters between iterations is asymptotically
limited by Monte Carlo noise. In other words, if too few flights are used, the
background densities are not accurately determined, causing the elastic scattering
of the test species to be doubly inaccurate. The variations in neutral density, etc.
in a given simulation will be more effectively reduced by increasing the number
of flights than by carrying out more iterations.

2.8.3 Validation of BGK Model and Rates

As described by May[32], the reaction rates for the BGK algorithm can be de-
termined by matching physical quantities, the viscosity and diffusion cofficients,
against measured values. However, since May'’s thesis work and the publication of
Reiter[33], the ORNL CFADC has computed differential scattering cross sections
[19], analogous to those described in §ec. 2.8.1, for these neutral-neutral systems.
In this subsection we will show that the two approaches are largely consistent, at
least near room temperature.

We proceed in a manner analogous to May. Namely, we will obtain from the
CFADC differential cross sections values for the viscosity and diffusion coeffi-
cients. These will be transformed into reaction rates that can be compared with
those described in SECc—718.2.
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For self-collisions, consider the viscosity. The general expression derived in
Chapman and Cowlingi35] [their Eq. (10.1,4)] is

5 kT

3o (2.63)

M1

wherng” (n) corresponds directly to tHé'" integrals described by Bachmann[20].
The subscript “1” here is to be associated with the cross section and refers to col-
lisions of species “1” with itself (as opposed to collisions between species “1” and
“2” which will be labeled with “12” below).

Likewise, we have for the diffusion coefficient [Eq. (9.81,1) in Refl [35]],

3 kT

16 (ny + 712)77%9512)(1)’
wheren; andn, are the species densities angd is the reduced mass for the
systemn, = myms/(my + my).

The Q¥ (n) integrals represent averaging of the collision cross sections over
Maxwellian distributions for both species. Thatecalc  code is able to inte-
grate these cross sections over a single Maxwellian distribution, namel,,the

described in Reiter[14] and thie documentationritecalc . Fortunately, the
double integral we need here can be found as a limiting case of the single integral:

<Il,n> (up, 'Lbn) = &}Eﬂ)o [l,n (u;, Ul), (265)

(2.64)

D12

wherew” = u? + u’, andu, = /2T, /m, is the thermal velocity of the second

species. Likewisey, = +/27,,/m, is the thermal velocity associated with the
Maxwellian distribution used in the averaging overThe (7, ,,) is then related to
QO (n),

/ n
(I.) =8 (%) OO (n/2). (2.66)
D
The same result is quoted in Ref[20] andlinl [14], although in the latter case the
variable equivalent ta;, is incorrectly defined.

With these expressions, we can compute the single species viscosity and two
species diffusion coefficients from the CFADC differential scattering cross sec-
tions. The corresponding expressions for the “Maxwell molecule” interaction [in-
termolecular force given by/r’; e.g., see Eq. (12.1,1) in Ref_[35])] are

kT [2m
= ——\/— 2.67
251 37TA2(5) “ ) ( )
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whereA,(5) = 0.436 is the result of a dimensionless integral. And from Eq. (14.2,2)
of Ref. [35],

kT 1
Do = 2.68
22w AL (B) nySRagmy (2.68)

whereA, (5) = 0.422 is the result of another dimensionless integration.
The reaction rates needed for the BGK algorithm are related to the constant in
the Maxwell molecule force law by (see Ref][36] arl[32]),

(ov)1y = 2\/57141(5)\/%, (2.69)
and
(00)19 = 27 A (5) ;12 (2.70)

Now, we can use EqQ[{ZJ67) to eliminaten Eq. (2.69) in favor ofu,. Then,
we can inserj; as given by Eq.[(Z.63) to obtain an effective BGK reaction rate
that has the same viscosity as that computed directly from the CFADC differential
cross sections:

(ov)1 = 2.065Q(2). (2.71)
The analogous procedure for the diffusion coefficient yields
16
(o0)12 = 507 (1). (2.72)

Finally, we can use Eqs. (Z]65) arid (2.66) to replacethetegrals with the
equivalent integrals obtainable fromatecalc

2,065

(ov)n = 22 ulllglo Iy a(uy, = V2up, ), (2.73)
and )
2
(o012 = =— 2 Tim T o(ul, = Ju2 + 12, ). (2.74)

T 3,2 2
3 uy + u; w'—0

In evaluating the latter expression, we will assume that one of the species (e.qg.,
molecules at the wall temperature) are much cooler than the othet,.€, u,,.
Equation [Z:7/4) then becomes a function of omly

The CFADC data exist only for th® + D, and D + D systems (and iso-
topic equivalents; molecules are computationally intensive, hence, the absence of
molecule-molecule data). These are compared with the May data in Fig. 2.8.
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One concern with May’s treatment of the + D case is that the empirical
viscosity formula quoted in Ref[[32] does not appear in the literature, nor is its
origin clearly stated. The best guess for its origin is that it was obtained by rescal-
ing the “Fuller” expression for the diffusion coefficieni[37] into a viscosity using
the theoretical expressions to relate the two. In Fig. 2.9, we compare May'’s ex-
pression with two that do appear directly in Réf1[37] (“Chung” and “Lewis”) and
with individual data points listed in the CRC Handbcook[38]. The agreement of
these values near room temperatuke (.03 eV) is expected. However, May’s
formula has a stronger temperature scaling than the others and exceeds them by
about a factor of 15 at 10 eV. The relevant temperature range for this process is
expected to be between 1 and 10 eV.

Figure[Z:B shows that at least near room temperature, May’s expressions are
also consistent with the CFADC data. However, in the 1 to 10 eV range, they
are considerably larger than the CFADC values, suggesting that the values used
in DEGAS 2 (and EIRENE) may be too large. We will demonstrate in 3.7.2
that the temperature dependence ascribed to these rates by May is inconsistent

with Eq. (Z6D).
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Figure 2.8: Comparison of reaction rates for the+ D, and D + D systems.
The original rates suggested by May[32] and effective rates computed from the

CFADC data are shown.
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Figure 2.9: Comparison of viscosity formulas from May[32], Reid[37] (the
“Chung” and “Lewis” expressions), and the CRC Handboak[38].
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Chapter 3
Running DEGAS 2

3.1 Getting DEGAS 2

DEGAS 2 can be obtained from the anonymous FTP site at Princeton Plasma
Physics Labs (PPPL). It can be found in the directpyb/degas2 . The pro-
cedure for getting it is:

ftp ftp.pppl.gov

user: anonymous

Password: < your email adress >
ftp> cd pub/degas2

ftp> binary

ftp> get degas2.tar

ftp> bye

If you want to download DEGAS 2 through your browser now, here’s a link to
it. Currently, there are three forms:

1. degas2.tar  An uncompressed tar file (extract with:
tar xf degas2.tar

2. degas2.tar.Z The tar file compressed with tle®mpress utility. To
extract the code,

uncompress degas?2.tar.Z
tar xf degas2.tar
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3. degas2.tar.gz The tar file compressed with thgzip utility. To ex-
tract the code,

gunzip degas2.tar.gz
tar xf degas2.tar

There are a number of older versions of the code in this directory. The most
recent is always linked to the names listed above. Please consult with the authors
if you think you need an earlier version.

3.2 Getting Supporting Tools

DEGAS 2 relies on several pieces of utility software. In some cases (netCDF),
these utilities are absolutely required. These utilities can be obtained from the
indicated sites. You will probably want to have your system administrator down-

load, compile, and install these packages system-wide for your convenience.

3.2.1 GNU Software

The DEGAS 2 Makefile automates several chores, including generating and com-
piling FORTRAN code, as well as weavingXfiles from from the FWEB source,
The Makefile also controls the application of platform-specific lines of code and
compilation options. Although not completely necessary, using DEGAS 2 without
using GNU Make to run this Makefile would be extraordinarily inconvenient. The
gmake (the GNU Make utility) can be found at ftp://prep.ai.mit.edu/gnu/make/
Likewise, the Emacs editor is not essential, but its use simplifies a number of
tasks. For instance, Emacs provides a facility which allows the user to search for
variable and routine names across many files. For example, say you're editing
randomtest.web  and you'd like to see the source code Bubroutine
next _seed called there. All you have to do is execute the Emacs command
M-. next_seed (it will ask for the name of the tags file; the default value of
TAGSis correct and you just need to liihter here). All of DEGAS 2 source
and header files are included in this list of tags. Additional facilities such as a tag-
guery-replace (e.g., to chang#f occurences of a variable name) are available.
See the Emacs Info file under the node “Tags” for more information.
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3.2.2 netCDF

netCDF provides a device-independent binary file format. Furthermore, these
files are self-describing. Most of the effort required to read and write these files
is handled by macros. These are documented in thenétedf.hweb . By
adding the commands 8rc/.emacs  to your .emacs file, Emacs will be able to
convert automatically these files to text and back to binary for perusal and editing.
netCDF is fully documented in the Info facility of Emacs. The netCDF libraries
are required to run DEGAS 2 since virtually all of the input data is stored in
netCDF files. The associated netCDF utiliteslump (for translating a netCDF
file into human-readable text) amtgen (for generating a netCDF binary file
from a text file) are useful for reading and making minor changes to DEGAS 2
input files. Two short script:acdump-filter andncgen-filter , allow
Emacs to invoke these utilities via the commands in the .emacs file. These are not
part of the netCDF distribution and are included amongst the DEGAS 2 source
files for your convenience. These should be copied to a directory which is covered
by your shell'sPATHvariable.

An additional note: if you usacgen , be sure to either specify the or -
o netcdf_filename option to let the utility know that you want it to generate
a netCDF file (seeman ncgen).

netCDF (see Se[.3.2.2) can be obtained from ftp://unidata.ucar.edu/pub/netcdf/netcdf-
3.4.tar.Z Other compression formats and files are also present in this same direc-
tory. See the link to “FAQ” for the answers to frequently asked questions.

3.2.3 FWEB

The FWEB package provides a facility for code documentation as well as a pow-
erful preprocessor. The typesetting abilities of FWEB allow authors to ing¥rt T
(or IKTEX) comments into their code. In DEGAS 2, the preprocessor is utilized
extensively for writing macros which allow the code seen by the user to be signif-
icantly more powerful than pure FORTRAN. In fact, the code can be processed
into FORTRAN 77 or FORTRAN 90 as needed. However, FWEBasoptional
The user must have access to at leasttéisgle  executable on some system
in order to generate compilable FORTRAN files (once generated, these can be
copied to other systems for compilation). For examples of the overall structure of
FWEB programs, see the *.web files; most of the macros are located in the header
*.hweb files. FWEB is fully documented in the Info facility of Emacs.

FWEB (version 1.62) (see Séc. 3]2.3) is available at ftp://itp.pppl.gov/pub/fweb/fweb-
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To typeset DEGAS 2 source code in “human-readable” formats such as DVI,
PostScript, or PDF, the user will need FWEB/geave utility and a version of
TeX or IATEX.

IATEX is available in lots of places. To begin with, see the official CTAN
TeX network page at http://www.tex.ac.uk/ctan. The distribution in use at PPPL is
calledteTeX , ftp://ctan.tug.org/tex-archive/systems/unix/te TeX/1.0/distrib/sources.

3.2.4 Concurrent Version System

The UNIX CVS (Concurrent Version System) utility is used to coordinate work on

a code by a number of authors. The central DEGAS 2 source code is maintained
in a CVS repository. Users planning to coordinate with the code authors should
become familiar with CVS. Users who will do extensive code development on
their own will find CVS a valuable tool in tracking their work. The average end-
user should be able to work effectively without ever dealing with CVS.

The CVS repository is a central, safe version of the code; authors check out
copies in their own disk space in order to work on the code. By doingsa
update , a given author can update his local sources to incorporate changes others
have saved to the central repository. The cvs commit command allows him to save
his own changes to the repository.

The Info page for CVS is the best reference for commands. The manual page
is complete, but lengthy. The man page fficsintro may also be helpful as an
introduction. Many cvs commands may be executed from within Emacs. See the
Emacs Info page oRcl-cvs for more details.

3.2.5 HDF

HDF is another device-independent binary file format. At present, HDF files are
used only by theggeomtesta utility as a convenient format for transferring the
code results in graphical form for processing by commercial products.

The HDF libraries can be obtained from
ftp://ftp.ncsa.uiuc.edu Note that as of HDF version 4, some of the netCDF func-
tionality is implemented in HDF. To avoid conflicts with the official netCDF li-
braries, do not install the netCDF portion of the HDF distribution.
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3.2.6 Triangle

Jonathan ShewchucKigiangle program is used by thdefinegeometry2d

code to break polygons up into triangles. The homd&fangle ishttp://www.cs.cmu.edu/ quake/tri
The Triangle V. 1.3 was used in writinglefinegeometry2d . Anyone

downloading a more recent version should notify DEGAS 2authors. The

DEGAS 2 Makefile will expect to find theTriangle files, triangle.c ,

triangle.h , etc., INSHOME/Triangle . If your copy is installed elsewhere,

you can either create an appropriate link or modifgkefile

3.3 Structure of the DEGAS 2 File System

Here is an example structure of the directories under the topdiegzls2 direc-

tory. Those labeled with “(D)” represent source and data directories maintained
with CVS. The others are created by the user as described in the compiling section.
Note that the Makefile assumes that tdegas2 directory sits in the directory
pointed to be th&HOMES$nvironment variable on your workstation. If you have
installed the code elsewhere, see $ec.13.6.3.

data Input atomic and surface physics data and information (D)

src All source code (D)

Doc Location of the various formats of this document and ancilliary files (D)
examples Input and output files from example and benchmark runs (D)
Aladdin Source code and data for use with IAEA Aladdin package (D)
ALPHA Object and executable files for Dec Alpha machines

SUN Object and executable files for Sun Solaris and SunOS machines
CRAY Pre-processed source code for export to Cray computers

tex Intermediate files and final DVI documentation files generated from source
code

If you need to have multiple run directories for a given system (e.g., focussed
on different problems or using different compilers), you can create additional di-
rectories with names likBUN-foo where “foo” is any string you like.
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3.4 Components of the Code

DEGAS 2 is not a single code (not now anyway), but a complex package of setup,
test, simulation, and post-processing tools. Which ones are needed depend on the
user’s objectives and familiarity with DEGAS 2. A few additional “targets” are
listed in the Makefile. These are either sufficiently out of date or infrequently used
to warrant mention here.

3.4.1 Main Code

Virtually every user will be running these executables, usually in this order.

problemsetup Reads a text file describing the species, materials, atomic, and
surface physics required for the current problem. The code accesses the re-
quired "reference” data, and compiles them into a netCDF file§tbe-
lem.nc file).

definegeometry2d Generates a DEGAS 2 netCDF geometry file from from a
text input file. Input files for simple geometries may be generated manu-
ally; more complex geometries can be specified via other computer gener-
ated text files files referenced by the input file. For exangddéinege-
ometry2d is able to read data produced by th&package (part of the
B2-Eirene or SOLPSdistribution) or by UEDGE. Of the three tools for
setting up DEGAS 2 geometrieefinegeometry2d is the most flexi-
ble.

readgeometry Generates a DEGAS 2 netCDF geometry file from an existing
DEGAS, UEDGE, or SONNET geometry description. This package has
largely been superseded dgfinegeometry2d . However, users with
legacy input files for the old DEGAS code will still want to ussadge-
ometry . A short text input file helps readgeometry through the transfor-
mation process.

defineback Uses a short text input file to control the mapping of plasma data in
external text files onto the DEGAS 2 geometry. Designed to be used in
conjunction withdefinegeometry2d , defineback can utilize data
produced by other codes. Howewveefineback is not yet mature and is,
consequently, a little “rough around the edges”.
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readbackground Plasma data in an external file is mapped onto the zones of the
DEGAS 2 geometry. Presently, only DEGAS and UEDGE files can be used,;
readgeometry and readbackground read the same data file.

updatebackground Is similar to readbackground, but is intended for use in it-
erations with the UEDGE codanly. The source information generated by
the initial run of readbackground is stored in a separatedltspurce-
file , Sec[3.5]1). On subsequent iterations, small changes in the source
terms are accounted for by allowing non-unit weighting factors at each
source segment. Once the accumulated changes exceed a certain size (spec-
ified by parameters in the sources class), the DEGAS 2 source sampling
arrays are re-initialized (i.e., to once again use unit weights) andlthe
sourcefile is rewritten. The effectiveness of this procedure is currently
being evaluated and should be considered as experimental.

tallysetup This code specifies the types of “scores” (the essential output of the
code), along with their dependencies, which will be computed in the DE-
GAS 2 run. Although the input files(s) should not be modified by the novice
user, this code needs to be run to factor the values of physics and geometry
parameters for the problem at hand into the specification of these scores.

flighttest The core of DEGAS 2. This program launches, follows, and scores the
Monte Carlo trajectories which make up a DEGAS 2 simulation. (The name
is a holdover from early versions in which this did tracking with a minimum
of hardwired physics).

outputbrowser Reads the output netCDF file generatedflighttest (in
addition to all other netCDF files for the problem) and allows the user to
interactively browse its contents. A script facility is provided for batch-like
operation.

geomtestaAnother inappropriately named routine which serves as the principal
post-processing cdoe for DEGAS 2. Although originally designed as a di-
agnostic for the geometry, it has proven too easy to continue extending this
code to warrant development of an honest post-processing tool. The DE-
GAS 2 input and output files are read in by the code. Using the geometry
information, the zone-based plasma and neutral data are transcribed onto
a high density uniform rectangular mesh and dumped into the HDF files
suitable for further manipulation by commercial products such as IDL and
Noesys.
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3.4.2 Other Setup Routines

These are occasionally used to add new atomic or surface physics reactions, or to
generate new atomic and surface physics data files.

datasetup This routine possibly belongs in the first list. It reads text files de-

scribing the complete lists of elements, species, reactions, materials, and
plasma-material interactions available to DEGAS 2 and generates the cor-
responding DEGAS 2 netCDF files. These lists are occasionally referred to
in the code as the "reference” lists; the input file for problemsetup specifies
subsets of these lists. A new reaction is added to DEGAS 2 by inserting the
requisite information into the “reactionfile” and rerunning datasetup. The
new reaction can then be added to the problem input file.

ratecalc A routine for computing averages of atomic physics cross sections. Since
it is designed to read data from the Aladdin database, ratecalc is presently
limited in its flexibility. The principal application thus far has been the gen-
eration of reaction rates and higher moments for charge exchange and other
interactions between atoms, molecules, and ions.

reactionwrite A simple routine designed to translate collisional radiative data for
the electron impact ionization of hydrogen from the format used by the old
DEGAS code into netCDF files (ionization and recombination) for DEGAS
2. This code has been run a handful of times as needed to keep up with
changes in the content and format of the atomic physics data files.

pmiwrite Is analogous to reactionwrite, but handles almost all of the plasma-
material interaction data. Presently, two data files from the old DEGAS
code and one from EIRENE are used as input. A few processes describ-
able without external data are also included. This code can be used, in a
somewhat clumsy manner, to add new plasma-material interaction data to
DEGAS 2 using either one of these three existing data bases or via a new
datafile (with the rest of the code serving as an example).

boxgen Is the third of geometry / background generation tool provided with DE-
GAS 2. Itis intended to serve as an example of how to generate geometry
and background files from scratch. As the name imphesgen sets up
a simple box geometry with a linearly varying plasma. However, no input
file for boxgen has been developed; all modifications have to be effected
through direct source code modification. The typical user in search of a
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simple linear geometry to study can be overwhelmed by the complexity of
the code encountered there. For this reasond#imegeometry2d /
defineback pair may be more suitable for setting up simple problems.

3.4.3 Test Routines

reactiontest Can be run after problemsetup to check the computation of the reac-
tion rate, and collision products (including velocities and scoring data) for
a given reaction.

pmitest The analog of reactiontest for plasma-material interactions. Again, this
code can be executed for a given problem once problemsetup has been run.
Since the velocity distributions of some plasma-material interactions are
described statistically, pmitest is also set up to average the outcome of a
given interaction over a specified number of trials and print out a list of the
product velocities for external manipulation.

sourcetest Tests the distribution in phase space of the source terms for a particular
problem. Since the source is described in the “background” netCDF file,
readbackground, boxgen, or something equivalent must be run prior to using
this routine. Like pmitest, the code is able to run many trials, compute
averages, and printout data from each individual trial.

dataexam Provides the user with a convenient interface to the atomic physics
data files. Although netCDF files can be converted to a human-readable
text form, interpreting those data is since DEGAS 2 collapses the multi-
dimensional structure components of the atomic physics data into a single
one-dimensional array. This routine reads the “raw” (at the “reference”
level) data files prior to their insertion into the problem netCDF file and,
thus, can be run at any time. An analogous routine for the plasma material
interactions is needed.

sysdeptestTests several system-dependent features of DEGAS 2. This would be
run only if the code was being ported to a new operating system or if the op-
erating system on a currently supported architecture underwent a signficant
upgrade.

randomtest Is used to verify that DEGAS 2 will give the same results on different
architectures (provided the random number seeds are set the same!).
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3.4.4 Miscellaneous Routines

matchout Is used to compare the current DEGAS 2 output netCDF file with an-

other from an equivalent run (i.e., all of the arrays must be exactly the same
size) on the command line. The most frequent usaattchout is to ver-

ify that two separate runs have yielded results which are the same to within
roundoff error. Because of the size of the ouptut netCDF file, verifying this
by visually comparing the files is impractical.

matcheir Is specifically designed for comparing with output from the EIRENE

code. The name of the EIRENE file is specified on the command line.See
Sec.(the same physics benchmark).

datamatch Provides a means for comparing the contents of the two netCDF data

3.5

files specified on the command line.

Input Files

The essential inputs to a Monte Carlo neutral transport code are:

The identity of the “test” species (usually neutral in plasma problems) that
are of interest,

The identity and phase space distributions of the “background” (typically
electrically charged in plasma problems) species with which the test species
will interact,

The interaction processes between the test and background species. The
relative probability of these processes as a function of the test and local
background properties are required as well as a prescription for specifying
the outcome of each interaction.

The simulation geometry, including a framewaork for holding the background
species data, as are a means for tracking the test species through the back-
ground.

The boundaries of the geometry, including a prescription for specifying the
outcome of interactions between the test species and these boundaries.
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DEGAS 2 utilizes several text based input files for controlling the actions of
its component executables (see $€gd. 3.4). In this section we will discuss a few of
these input files. The more complex input files are described in their respective
codes; links to the documentation for those files will be given instead. More
detailed information on running DEGAS 2 will follow in later sections.

These text input files are, for the most part, read with the same set of text
processing utilities that adhere to the following guidelines. In some cases, par-
ticularly those involving files generated by other codes, the files are read directly
with formatted FORTRAN read statements.

1. Spacing and blank lines are ignored. The user is free to utilize white space
in whatever way facilitates reading and maintaining the input file.

2. Comments, either a complete line or at the end of a line, are begun #ith a
sign.

3. File names can be a relative or full path name.

3.5.1 degas2.in

degas2.in s the input file which controls (most of) the other input files. Each
line consists of DEGAS 2’s symbolic name for the file (this can be changed only
by modifyingreadfilenames.hweb andreadfilenames.web ) followed

by the path name for the file to be used in the current problem. The order of the
lines in this file is unimportant.

elementsfile ../data/elements.nc
backgroundfile bk _uers.nc
geometryfile ge_uers.nc

problemfile pr_uers.nc

reactionfile reactions.nc

speciesfile ../data/species.nc
aladinfile ../data/aladinput.nc
aladoutfile ../data/aladoutput.nc
elements_infile ../data/elements.input
problem_infile pr_uers.input
reaction_infile reactions.input
species_infile ../data/species.input
materials_infile ../data/materials.input
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materialsfile ../data/materials.nc
pmi_infile ../data/pmi.input
pmifile ../data/pmi.nc
cramdproblemfile cramdprob.nc
tallyfile tally _uers.nc

outputfile degas2_uers_out.nc
oldsourcefile os_uers.nc

Note that some of these are outdated or rarely used (unused entries may be
deleted from the file, if desired). Most of the files come in pairs with the name
XXX_infile  corresponding to a text input file aXXfile being a netCDF
file generated by a program likiatasetup , problemsetup , etc.

3.5.2 elementanfile

elements _infile lists all of the elements available to DEGAS 2 for use in
constructing the species (see Sec. 8.5.3). Additional detail is given at the begin-
ning of the[filéelementsetup.web

3.5.3 speciesnfile

Inputs for species are contained in the file with the symbolic ngpeeies _infile
Additional detail is given at the beginning of thelfgpeciesetup.web

3.5.4 reactioninfile

The filereaction _infile describes all of the reactions available in DEGAS
2. Additional detail is given at the beginning of the]fiactionsetup.web

Note that adding a new reaction to this file involves two tasks beyond insert-
ing the appropriate lines ireaction _infile . First, the netCDF file for the
atomic physics data must be generated (see [Séc. 3.9). The second task would
be to write subroutines for setting up the products and handling collisions (see
Sec.[3:9]3). This would be necessary only if a new reaction type were being
added.
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3.5.5 ratecalc Input

Theratecalc  code is used to compute atomic physics reaction rates from cross
section data, as well as a few other tasks. The code is documented internally.
Follow this[link to the introductory section to learn more.

3.5.6 materialsinfile

The materials describedmaterials  _infile  are essentially just labels which

will be used in conjunction with the plasma material interactions (see[Seg. 3.5.7)
to specify how test species interact with non-transparent surfaces. Additional de-
tail is given at the beginning of the fileaterialsetup.web

3.5.7 pmiinfile

The file pmi _infile describes all of the plasma-material interactions (PMI)
available in DEGAS 2. Additional detail is given at the beginning of [the file
pmisetup.web

3.5.8 probleminfile

As noted already in the section describing the DEGAS 2 components (s€€ Hec. 3.4),
there are two levels of physics input to DEGAS 2. The input files noted thus far
comprise the reference level: in practice, the sum total of the data available to the
code (although in principle it could be smaller). The second level is the problem
level of data. This prescribes the species, reactions, materials, and PMI which will
serve as the physical model to be used in carrying the simulation at hand. In some
parts of the (internal) code, these are also referred to as the subset data since they
represent a subset of the reference data (see alsg Sec. 3.9 gnd Fig. 3.2).
Additional concepts alluded to above in connection with the reaction input file
(see Sec[ 3.3.4) are those of test species and background species. Most simply,
test species are the ones DEGAS 2 will track as they collide off of background
species. The use of the word species here is important: both of the test and back-
ground lists are subsets of the “species” list (see 3.5.3). One more precise
distinction between the two species types is that we assume that we know the dis-
tribution function (in space and velocity) of the background species; in fact, such
information is required input to DEGAS 2. On the other hand, we are attempting
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to computethe test species distribution function, moments of which serve as the
primary output of DEGAS 2.

More information about the input file can be found at the beginning df the file
problemsetup.web

3.5.9 readgeometry Input

The documentation farradgeometry input is maintained in the source code,
readgeometry.web . For readers of the PDF version of this manual, here’s a
link to the corresponding PDF file.

3.5.10 definegeometry2d Input

The documentation fadefinegeometry2d input is maintained in the source
code,definegeometry2d.web . For readers of the PDF version of this man-
ual, here’s &link to the corresponding PDF file.

3.5.11 defineback Input

The documentation fodefineback input is maintained in the source code,
defineback.web . Forreaders of the PDF version of this manual, her€sa link
to the corresponding PDF file.

3.5.12 readbackground Input

Currently, the only possible inputs to —readbackground— arelB®GE(a
specifically formatted text file generated durldgDGEpost-processing) ardE-
GASformats (an input file for the old DEGAS code). This routine makes some
specific assumptions about the contents of these files. Since this situation is un-
satisfactory from a number of viewpoints, a better long-term approach is being
contemplated. For that reason, no additional documentation is provided at this
point.

3.5.13 tally.infile

The documentation on the input file f@dlysetup is maintained in the source
code,tallysetup.web . This[link will take the reader to the corresponding
PDF file. TheTally Clags contains more extensive and detailed information.
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3.5.14 outputbrowser Input

This post-processing utility can be run interactively or with an input file. When
run interactively, the session is logged into a script file cadkatghutscript (in

the run directory) which can be subsequently used as inpuuitfutbrowser

Details on the use adutputbrowser  and on the format of the script file can
be found in the introduction to thedirutputbrowser.web

3.5.15 geomtesta Input

The post-processing utilityeomtesta produces HDF files which can be viewed
using the freeware utilitximage . However, commercial products such as IDL
or Noesys from Research Systems, Inc. provide convenient tools for generating
images and manipulating the data contained in these files.

The input togeomtesta is calledgeometry.inp  and consists of 4 lines:

1. (x,y, z) coordinates of an origin

2. (z,y, z) unit vector giving one axis,

3. (z,y, z) unit vector giving a second axis,
4. length of each of the two sides.

For example,

-0.013 0.0 -0.008

1 0 O
0O 0 1
0.056 1.088

The code just plots the data on a 2-D slice through the 3-D problem space.
Specifying the slice requires: an origin (first line), a vector for each edge of the
slice (second and third lines), and the length of each edge (fourth line). Since most
DEGAS 2 applications will involve either cylindrical or toroidal symmetry, i.e.,
with the y-coordinate ignorable, the specification of the vectors is usually going
to be as in the example. In general, though, one could take a slice which goes in
the third direction as well. The vectors do not need to be orthogonal.
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3.6 Compiling DEGAS 2

The Makefile has been written to compile on a variety of architectures and op-
erating systems. Those currently supported and their corresponding symbols (in
brackets) are:

1. Sun Solaris$UN,

2. IBM AIX [ IBM],

3. Digital OSF1 ALPHA,

4. Silicon Graphics IRIX$§GI],
5

. Linux, NAG F95, Portland Group F90, and Lahey-Fujitsu F95 compilers
[LINUX], (The code will work with the Lahey-Fujitsu compiler, but may
run very slowly. This will likely be remedied in a subsequent version of the
compiler.)

6. Others (e.g.,QRAY) are available for cross-compilation.

By default, the Makefile assumes that the DEGAS 2 main directory exists at
$HOME/degas2. If you unpacked thear file in some other location, you'll
need to tell the Makefile where to look (see Sec. B8.6.3). Blindly change directory
names is not recommended. Some flexibility is again provided; see below for
details.

3.6.1 Basics

Let's start by compiling theandomtest  utility (see Sec[3.4]3) on a Sun sys-
tem. To use other systems, reple&gegNwith the appropriate symbol from the
above list.

First, change to the main DEGAS 2 directory and create the SUN subdirectory:

cd “/degas2

mkdir SUN

cd SUN

cp ../src/Makefile .

Once the Makefile is present here, it will “update itself” with respect to the
copy in thesrc directory when needed. To get an idea of Htamgle  works,
just “make” the main FORTRAN file forandomtest
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gmake randomtest.f

At some point, you may want to visually compare this file with the original source
coderandomtest.web  (in the src directory, with the other source files) to
gain an appreciation for the amount of work the FWEB macros do in DEGAS 2.
For more information on these macros, see the documentatiamag.hweb
and the other header files.

Now, finish makingandomtest

gmake randomtest
To runrandomtest , just type
Jrandomtest

The output to the right of the “=" sign should match the numbers in parentheses.

3.6.2 Making Documents

Generating “woven” (i.e., using FWEBfsveave utility) documentation is sim-
ilar:

cd “/degas2

mkdir tex

cd tex

cp ../src/Makefile .
gmake randomtest.dvi

The DVI file can then be printed or viewed (usirdvi ), as desired. In fact, the
Makefile also provides additional “targets”, e.gandomtest.print (uses
Ipr to print to your default printeryandomtest.view (launchesdvi ) for
you, andrandomtest.ps  (a PostScript file generated vitvips ). You can
generate woven documents for all of thevéb ” source files. For some of the
more useful ones, see Séc.3.13.

You could also just generate thgXfile (again, from thedegas2\tex di-
rectory),

gmake randomtest.tex

You could then uséatex , pdflatex , or whatever othergX application you
wished.
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3.6.3 Adjustments to Makefile

A number of the default settings in the Makefile can be overridden by placing
the desired values in a file callddiakefile.local in the working (e.g.SUN
directory. Some of the more frequently changed variables are:

DEBUG=ndurns on optimization. The defadldEBUG=yesis required for
debugging.

DEGASROOT=somedirwill tell Makefile to find the main DEGAS 2 di-
rectory asomedir/degas2 . somedir should be an absolute path name.
E.g.,

DEGASROOT = /u/somedir

FORTRANO90=yesswitches from using the default FORTRAN 77 compiler
to FORTRAN 90. Be aware that only some of the FORTRAN 90 compilers
available work satisfactorily. Some will compile the code, but run slowly.
Others will not work at all.

FCF77, FCF90 tell Makefile  which “normal” (non-MPI) compiler to
use.

MPI=yes will enable the MPI commands in the source code and direct the
Makefile to use the MPI compiler flags.

FCMPI77, FCMPIQO tell Makefile which MPI compliant compiler to use.

NETCDFV2=yestells DEGAS 2 that your system has only the older ver-
sion 2 of the netCDF library (by default, DEGAS 2 expects version 3).

The Makefile will accomodate more than one working directory on a given
machine provided the additional directory has a name $kiN-junk ,
where “junk” is some string meaningful to you.

If you would like to have more than one source directory, we recommend
creating a newdegas2 directory heirarchy somewhere else in your file
system and use tHRBEGASROOMariable to get the Makefile working there
(you can set up symbolic links to common directories suctieaa ).
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3.6.4 Cross-Compiling

As an example of how to cross-compile, here are the procedures for nraking
domtest onthe NERSC Crays. This assumes that you have access to AFS from
your local workstation (and at NERSC, of course):

mkdir <some-afs-directory>/degas2/CRAY

In -s <same-afs-directory>/degas2/CRAY ~“/degas2/CRAY
cd “/degas2/CRAY

cp “/degas2/src/Makefile .

gmake randomtest

This will useftangle  on the local workstation to generate the FORTRAN
source code files from the FWEB files in teee directory. It is advisable to set
up aMakefile.local (see Sed. 3.8.3) in this directory that contains the same
flags that will be used on the remote machine, particuBEB BUGFORTRAN90
andMPI.

Then, log on to the remote machine and do:

In -s <same-afs-directory>/degas2 “/degas2
cd <some-work-directory>/CRAY

cp “/degas2/CRAY/Makefile .

make randomtest

In addition to the usual variables Makefile.local , one needs to add
STANDALONE=noThis will tell make that the FORTRAN (e.g.f ) files have
already been generated on your local workstation, and that it can find them in
“/degas2/CRAY on the remote machine, which should be linked back to your
local workstation via AFS.

Thedegas2/data directory will likely also be needed on the remote ma-
chine. You can manually copy the directory and its contents to the remote machine
(e.g., via ftp) or keep a copy in the AFS directory and use a link to allow the code
on the remote machine to find the files. E.g., for the second option, starting on the
local workstation:

cd “/degas2
cp -R data <same-afs-directory>/degas?2

And on the remote machine
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cd <same-work-directory>
In -s <same-afs-directory>/degas2/data data

Be aware that in either case, ttata directory could eventually get out of sync
with the one on your local workstation. If this is a likely possibility, one could
consider also linking thdata directory on the local workstation to the one in the
AFS directory, making the latter the only real copy.

3.6.5 Miscellaneous Targets

The Makefile provides some other occasionally useful targets. Please see the
Makefile for more details.

e clean removes source, object, and other unessential files. This is pretty
thorough and indescriminate; use with caution.

e TAGSupdates the Emacs tags table (see §ec]3.2.1). You may need to do
this if you subtstantially altered any of the source files or have other reason
to believe that the tags table is out-of-date. You wouldgorake TAGS
from thesrc directory only.

e depend updates the Makefile dependenciesNlakefile.depends ).
Do this if the header file dependencies of one or more executables have
been changed or if you believe that the dependencies are out of date. Note
that source code (i.e., object files) dependencies are explicitly stated in the
Makefile and must be updated by hand.

e foof dumps out values of some of the internal Makefile variables. This is
useful for debugging Makefile problems.

3.6.6 CVS Accessto DEGAS 2

Properly privileged (in the UNIX sense) authors of DEGAS 2 will be given access
to the CVS (see Se€. 3.2.4) repository for the code. With this access, one can
obtain the latest version of the source with:

setenv CVSROOT /afs/pppl.gov/common/cvs

cd
cvs co degas2
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(this will place the code in/degas2 ; see also Se¢. 3.6.3). Of course, the
command setting theVSROOVariable can be more conveniently executed from
a login (e.g.,”/.login ) or shell startup script (e.g”/.cshrc ). The user
will also have access to all older versions of the source and data files through the
appropriate CVS commands. More importantly, the user will be ahlpdatethe
CVS repository. For this reason, such access is controlled by the primary authors
of DEGAS 2. Contact them if you feel that you can contribute to the DEGAS 2
source code (see Séc.]6.1).

3.7 Examples

Theexamples directory contains several documented DEGAS 2 examples, with
input output, and auxiliary files. They are included not only for instructive pur-
poses, but also for verifying that successive versions of the code give the same
results. Namely, the user should be able to download the code and generate ex-
actly (to within roundoff error) the results contained within each of the example
subdirectories. Any discrepancies should be reported to the primary code authors

(see Sed. 6.1).

3.7.1 Analytic fluid _bench

This simple run demonstrates that DEGAS 2 matches the results of an analytic
model in the fluid limit. More information on this comparison can be found in the
IAEA proceeding<[12] or on the Web as a PostScript or|PDF file.

To run this example, follow these steps:

1. Set source code switchThe source code filboxgen.web has within it a
few different settings available which can be selected by changing the value
of the flagBOXRUNWiIth this file open in an editor, change the line
@m BOXRUN O
so that it now reads

@m BOXRUN 32

Save the file and exit the editor.
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. Switch to the example directory. If the main DEGAS 2 directory sits
within your home directory:

cd “/degas2/examples/Analytic_fluid_bench

. Copy thedegas2.in file into your working directory. E.g., if you are
working on a Sun,

cp degas2_boxgen.in ../../SUN/degas2.in
cd .././SUN

(overwriting anydegas2.in  file you may have had there already!).

. Prepare reference data. This example uses the standard reference data
files in thedata directory. Hence, this step can be skipped if those files
have not been altered since you downloaded the code.

gmake datasetup
Jdatasetup

. Prepare problem data. This and subsequent steps ar optional! Note
that thedegas2.in  file points back to thexamples directory for the
problem input file (see Seg. 3.5.8).

gmake problemsetup
Jproblemsetup

. Generate geometry and background files.The boxgen program takes
care of both of these:

gmake boxgen
./boxgen

. Set the number of flights. The background filbk _boxgen.nc contains
the specification of the number of flights to be run. Open this file in an
editor (Emacs will be the most convenient) and find the line

source_num_flights = 100 ;
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10.

11.

12.

Change the “100” to either “1600” or “6400”. The example contains the
output for both cases. Save the file and exit the editor.

. Set up the tallies.

gmake tallysetup
Jtallysetup

Run the code.

gmake flighttest
lighttest

Check the text output. The filedensity.out can be directly compared
with eitherdensity _1600.out or density _6400.out , depending

on the number of flights. The numbers in here have only five digits of
precision. If an exact match is not obtained, something is amiss. Please
contact the code authors (see Seg. 6.1) if you feel that a problem exists with
the code as you downloaded it.

Check the binary output. You can use thenatchout utility (see Sed. 3.4].4)
to do this.

Compare with the analytic solution. The filesoln _32 contains the columns:

x Distance along the problem space in meters.

N1(x)/N(0) Relative density (to density at= 0) predicted by one analytic
model (see the above references) solution.

N2(x)/N(0) Relative density predicted by a second analytic model solution.
Ti(x) lon temperature profile.
Ni(x) lon density profile.

The columns of thelensity.out file contain

(a) First zone number. These zones correspond directly to Wadues in
thesoln _32 file.

(b) Second zone number. This is always O since this is a 1-D problem.
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(c) Neutral hydrogen density inT. To normalize this column, divide the
whole column by the value in the first row. Since this corresponds to
the first value ofr in soln _32 andnotto x = 0, multiply the whole
column by the relative density from the analytic solution at the first
value ofz, normalizing the DEGAS 2 result to the analytic solution at
one point.

(d) Relative standard deviation of the neutral density (see[Séc. 4.4).
(e) Neutral hydrogen pressure in pascals.
() Relative standard deviation of the neutral pressure.

(g) The last two columns are no longer used and should be filled with
zeroes.

3.7.2 Neutral-Neutral Scattering Examples

The initial implementation of the BGK algorithm for handling neutral-neutral col-
lisions (see Se¢. Z.8.2) in EIRENE has been tested by comparison with analytic
expressions for the time dependence of the relaxation of a distribution function
(both in self-collision and mixed-species collision systems) and against models
describing the Couette flow problem.[32] The relaxation benchmarks have been
repeated with DEGAS 2, but have not been formally made into an example run and
will not be discussed here. Further details can be provided upon request. How-
ever, the Couette flow problem can be set up with only a few minor modifications
to the code and does make a suitable example.

Couette Flow

The Couette flow problem of fluid mechanics involves the flow of fluid between
two parallel, sliding plates. The fluid is assumed to have “no slip” boundary con-
dition at the plates. The viscosity of the fluid drags along adjacent fluid elements,
resulting in a velocity gradient between the boundary velocities represented by the
two plates.

In this example, two semi-infinite plates are a distadcpart in ther di-
rection. At present, the plates have a finite extent inztlogrection with mirror
boundary conditions at,;, andz,,.. Periodic boundary conditions are enforced
in they direction so that the problem is effectively infinite in that direction. Even-
tually, the z direction will also have periodic boundary conditions. Particles are
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initialized at ther = 0 plate with a thermally distributed velocity to which a con-
stant velocity in they direction,v,, is added; this represents the velocity of the
plate. The second plate at= d is treated as stationary. Particles striking it are
assumed to be re-emitted with a thermal distribution pointed in-theélirection.
Particles striking the: = 0 plate are absorbed. Hence, in the no collision limit,
particles make only one round trip across the box.

The choice of the distributions used at the plates is crucial to reproducing
the analytic models. In particular, the “Maxwell flux” distribution[10] must be
used. This distribution describes a recycling thermal flux of particles moving in a
particular direction (in this case, perpendicularly away from the wall). This is the
distribution used in some of the PMI data files, such asdndes_maxw_mo.

In this example, however, the distributions of the particles coming off of the two
plates are enforced through hardwired code, not through the data files.

The initial velocity is chosen from the distribution

mo. 9

Q(7) x v, exp {—ﬁ[vw + (v, — vy0)* + vg]} : (3.1)

Note the plate velocity,, in the exponent. For particles “reflected” at the= d
surfacep,o = 0. This s just a thermal (Maxwellian) distribution multiplied by,
the velocity in the direction normal to the surface and is required for describing
sources that simulate a recycling process.

A brief digression will clarify the relationship between tlisurcedistribution
and the thermal distribution that characterizes the patrticles in the volume of the
fluid. Consider the number of particles of arbitrary volume distributfotihat
recycle at, say, the = 0 surface in a time interval\¢ (a source distribution
specifies a density in phase space per unit time). For particles in the velocity
intervalv, — v, + dv,, thisis fdv,AAx, where A is the area of the recycling
surface andAz = v, At is the distance over which particles with velocity
can reachr = 0 in At. So, the phase space density of the recycling particles
per unit time (dividing this number bA¢t anddv,) is « v, f. Another way of
saying this same thing is that the source needs to emphasize the faster particles
in the distribution since more of them will reach the recycling surface in a given
time interval. One upshot is that the average energy of the source particles is
(E)source = 21 while the average energy in the volume (fgr, = 0) is the
familiar 3/2T.

For clarity, we note that the volume distribution function in the free-molecular
limit is

f@W) = f(0) + f-(V), (3.2)
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- n m \?/? m . 2 2, 2

f+(0) = 32 (%—T> exp {—ﬁ[% + (vy —vy0)” + Uz]} , vz > 0(3.3)
- n m \/? mo 2.2 2

[ (V) = 52 (%—T> exp [—ﬁ(% + v, + vz)] , U <0 (3.4)

With this distribution, one can show that the fluid pressure is
2 1,
P = §<nE> =nT + 5o (3.5)
The fluid velocity is

(@) = (@)t @)-
= %vyog)JrO, (3.6)

so that| (V)| = v,0/2. To compute the fluid temperature used in the BGK distribu-
tions, we need to subtract the drift energy,

P o1,
T = - 3m<v> (3.7)
1

The primary physical quantity appearing in the analytic models[32, 40, 41] of
Couette flow is the x-y component of the stress tensor,

I, = /d3v mugvy f () — nmU,U,, (3.9)

whereU is the first (velocity) moment of (the flow velocity). Note that while

we should havdJ, # 0, U, should be identically O since there is no net flow

in the x direction. In the molecular-flow regime, the distribution function is not
changed by collisions as the particles move across the box. Furthermore, particles
coming from ther = d side of the box make no net contributionli, (since the
integrand is an odd function ef)). Inserting Eq. [(3]3), we find

w  nm (8T 1/2
foy = T <%> Uyo. (310)

As collisions become more important, the plate velocity information is dissipated
into random motions of the fluid to a greater and greater extentIhpdalls
belowITf.
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The variational theory of Cercignanij40,141] yields a relatively compact for-
mula forIl,, that matches the numerical results of WilliS[39] to withifn%. With
d=1/K,,

I, a+ /6

= 3.11
Im a4+ bo 4 co?’ (3-11)
where for the case of a BGK collision operator,
44—
a =
m—2
_— o
2(m — 2)
c = L (3.12)

The z-y component of the stress tensor is computed along with other test par-
ticle data during tracking. However, final processing of that information into a us-
able formis only done when tf@OUET TEnacro is enabled iflighttest.web

The Couette flow problem can be simulated in DEGAS 2 with only a few
code modifications to set up the required boundary conditions (at the moment,
the required particle distributions cannot be specified completely by input or data
files). Because the problem is relatively simple, it represents a good starting point
for learning how to use neutral-neutral collisions in DEGAS 2.

Most of these changes are invoked wittC® UETTEH-WEB macro inserted
into the files

To run this example, follow these steps:

1. Set source code switchesl'he source code filboxgen.web has within
it a few different settings available which can be selected by changing the
value of the flagldOXRUNWith this file open in an editor, change the line

@m BOXRUN 0
so that it now reads
@m BOXRUN 41

Save the file and exit the editor. The filpwte.web , sources.web
andflighttest.web each have the line

@m COUETTE 0
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near the top. Edit these files, changing the “0” to a “1” in each case (be sure
to revert to the default setting of “0” before running other problems).

. Switch to the example directory. If the main DEGAS 2 directory sits
within your home directory:

cd “/degas2/examples/Couette_flow

. Copy thedegas2.in file into your working directory. E.g., if you are
working on a Sun,

cp degasz.in ../../SUN/degas2.in
cd ../../SUN

(overwriting anydegas2.in  file you may have had there already!).

. Prepare reference data. This example uses some nonstandard data files
so, unlike the previous exampldatasetup  must be run. Note that the
degas2.in file points back to thexamples directory for the input files
needed here and in subsequent steps.

gmake datasetup
Jdatasetup

. Prepare problem data.

gmake problemsetup
Iproblemsetup

If you look at the problem input file, you will see that there is only one reac-
tion, that for the neutral-neutral collisions. Note also that the test spBgies

also appears in the list of background species (the usual background species
e andD+ appear here just becausexgen expects them to be there; they

are not used in this simulation).

. Generate geometry and background files.The boxgen program takes
care of both of these (be sure that B®XRUNnacro has been set to 41):

gmake boxgen
./boxgen
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7.

10.

Set the number of flights. The background filék boxgen.nc contains
the specification of the number of flights to be run. Open this file in an
editor (Emacs will be the most convenient) and find the line

source_num_flights = 100 ;

The results in this directory were obtained with 10 BGK iterations of 4000000
flights each. Such a run could easily require more than a day if run on
a single processor (this run was executed in about an hour using 14 400
MHz Pentium PCs). You can probably run a smaller number of flights (say,
100000) and still get reasonable results. Save the file and exit the editor.

. Set up the tallies.

gmake tallysetup
Jtallysetup

Run the code.

gmake flighttest
[flighttest

The number of BGK iterations is controlled by the value of biggk_max

macro in flighttest.web. The value used here is 10. If you just want to
get an idea of how the calculation proceeds, you can choose a smaller
number. Note that the macro parameters controlling the convergence tests,
bgk cvg _dens andbgk cvg_pres , are set to ridiculously small val-

ues (0~®) to ensure that all 10 iterations are completed.

Check the text output. At each iteration, the code writes out the test
species density and other data in a file with a name of the ftgnsi-

tyxx.out  wherexx is replaced by the iteration number. The contents
of these files are analogous to those of the other examples (the density and
pressure for each zone are in the third and fifth columns, respectively; see
the description in Se¢. 3.T7.1), except for the last two columns. These are
normally not used; here, they contain the values and standard deviations of
the z-y stress tensoil,,. The comparison of those values with theory will

be discussed below.
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11.

12.

Atthe end of each iteration, the background netCDF file bgktest.nc )

is also updated (overwritten) with the density, velocity, and temperature of
the neutral background species. A third fiieg _global.txt , Will pro-

vide information on the global progress of the BGK iterations towards con-
vergence. The four columns are:

(a) Iteration number,
(b) Test species number,

(c) Global fractional change in density (dimensionless); this is compared
with bgk_cvg_dens to decide whether or not to stop the iterations.

(d) Global fractional change in pressure. (dimensionless); this is com-
pared withbgk cvg_pres to decide whether or not to stop the iter-
ations.

Note that on most machines this file does not appear until the unit is closed
at the end of the run.

These files can be directly compared with the corresponding files in the
examples directory. If you have repeated the run at the above-described
length, you should be able to match the text files exactly. The level of
agreement in the netCDF file should be several digits (perhaps as many as
10). If a satisfactory match is not obtained, something is amiss. Please
contact the code authors (see §ed. 6.1) if you feel that a problem exists with
the code as you downloaded it.

Check the binary output. You can use thenatchout utility (see Sed.3.4]4)
to do this. Again, you should expect the largest differences te b8~ or
better.

Compare with the analytic solution. The rightmost set of data in tliken-
sityxx.out file are the stress tensor valuék,,. Ideally, these are con-
stant across the problem space. Some deviation exists here due to Monte
Carlo noise. You can compute the free molecular value from [EQ.](3.10).
With both of these numbers in hand, you can compare with[EQ.(3.12). To
do that, you need to know The explicit formula used is

n{ov)d

1/2T/m7
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wheren = 10 m=3 (enforced inflighttest.web by code enabled
with the COUET THnacro),(cv) = 1.1x107' m? /s (from thed2d2 bgktest.nc
file), d = 0.1 m (set inboxgen.web ), andm = mp, = 6.689 x 10~%7

kg (also fromboxgen.web ). One would expect the temperatureof the
fluid to be equal to that of the wall by virtue of the initial conditions. How-
ever, in cases where the energy associated with the plate velggig/sig-
nificant compared witf.;;, the actual temperature of the fluid is slightly
higher than that of the wall as is indicated by BQ.](3.8). In fact, this exam-
ple withv,, = 1000 m/s shows better agreement with the theoretical result
Eq. (37IR) ifT is set to the simulated fluid temperature (e.g., from the the
bk _bgktest.nc  file).

With T = Tyan = 0.0258¢V = 4.1336 x 102" J, we finddy.; = 0.9894.
Plugging this into Eq.[(3.12),

(H$y> (Owan) = 0.6047. (3.14)

fm
Y/ ¢

The free-molecular stress, Ef. (3.10)[1§ (T\.u) = 0.20978 Pa. If we av-
erage the 10 values far,, in thedensity10.out file, we getll,, sm =
0.13051 Pa and

fm
Yy

|
(“y) = 0.6215. (3.15)

This would qualify as pretty good agreement. However, if we average
the fluid temperature values in tiix _bgktest.nc  file, we getT,;,, =
4.5866 x 10~2* J. Theng. = 0.9393, and

(H“’> (8sim) = 0.6157, (3.16)

fm
Y/ ¢

about a factor of two better agreement. Now, one might argue that we
should also uséy,, in computingHi“;. However, the free-molecular stress,

Eq. (3ID) was computed directly from the general distribution function for
arbitraryv,, so thatl" = T,y in that formula, without any ambiguity. Qual-
itatively speaking, for smalf the character of the source distribution dom-
inates. Asd approaches or exceedsthe temperature of the fluid in the
volume, T};,, computed from Eq.[(3.8), better describes the distribution.
The better agreement is shown over a range of inverse Knudsen numbers
and two values of,, in Fig.[3.1.
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Figure 3.1: Comparison of 8 DEGAS 2 simulations (symbols) of the Couette flow
problem with the analytic expression for the normalized shear stres$ EQ. (3.12)
obtained by Cercignani[40,41]. Two different plate velocifies- v,, were used

in the simulations. For the higher velocity, better agreement with the analytic
expression is obtained if the inverse Knudsen parameter is computed from the ac-
tual fluid temperature from the simulatidf,,,, rather than the wall temperature,



C-Mod 1-D: Conservation Checks

This example demonstrates a run with complete hydrogen physics in a simple
geometry. In particular, this run includes both neutral-ion and neutral- neutral
elastic scattering processes. The complexity of the physics also makes for a good
demonstration of DEGAS 2’s conservation checks.

Experiments by Pitcher et al[_[48,149] on the Alcator C-Mod tokamak indi-
cated that the flow of neutral gas through material structures around the plasma
was being limited by its diffusion rate through the divertor plasma. Pitchéer [49]
developed a semi-analytic model that reproduced this behavior. An attempt was
made to precisely reproduce the results of that model with DEGAS 2. The over-
all effort consisted of several simulations in which the model assumptions were
gradually relaxed towards those consistent with normal DEGAS 2 operation. This
example is from a simulation in having atomic and surface physics assumptions
more like a normal DEGAS 2 run. The remaining difference from a “full physics”
DEGAS 2 run (apart from the greatly simplified geometry) is that the neutral
source is a gas puff rather than a recycling source. The full physics and geometry
simulations are described in Ref.[50].

To run this example, follow these steps:

1. Set source code switchThe source code filboxgen.web has within it a
few different settings available which can be selected by changing the value
of the flagBOXRUNWiIth this file open in an editor, change the lines

@m BOXRUN O
@m SOLN 1

so that they now read

@m BOXRUN 40
@m SOLN 0

Save the file and exit the editor. The second parameter disables the analytic
solutions that are used in the original boxgen example 3.7.1).

2. Switch to the example directory. If the main DEGAS 2 directory sits
within your home directory:

cd “/degas2/examples/CMod-1D
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. Copy thedegas2.in file into your working directory. E.g., if you are
working on a Sun,

cp degasz.in ../../SUN/degas2.in
cd ../../SUN

(overwriting anydegas2.in  file you may have had there already!).

. Prepare reference data. This example uses some nonstandard data files
so, unlike the previous exampldatasetup  must be run. Note that the
degas2.in file points back to thexamples directory for the input files
needed here and in subsequent steps.

gmake datasetup
Jdatasetup

. Prepare problem data.

gmake problemsetup
Jproblemsetup

. Generate geometry and background files.The boxgen program takes
care of both of these. Be sure tBOXRUNnacro was set to 40:

gmake boxgen
./boxgen

. Set the number of flights. The background filék _-boxgen.nc contains
the specification of the number of flights to be run. Open this file in an
editor (Emacs will be the most convenient) and find the line

source_num_flights = 40000 ;

Save the file and exit the editor.

. Set up the tallies.

gmake tallysetup
Jtallysetup
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9.

10.

Run the code.

gmake flighttest
lighttest

The code will execute 5 iterations automatically, each with 40,000 flights.
The number of BGK iterations is controlled by the paraméigk_max

in flighttest.web; the default setting is 5. The BGK iterations can alterna-
tively be controlled by the convergence paramebsgys cvg dens and

bgk cvg pres . The corresponding tests monitor global measures of the
changes in the density and pressure of the BGK species. Note that these
can be satisfied only if there are sufficiently many flights to achieve a corre-
spondingly high precision in the local density and pressure values, no matter
how many BGK iterations are run. In this example, the parameters chosen
are such thabgk _max will be governing the number of iterations.

Check the text output. At each iteration, the code writes out the test
species density and other data in a file with a name of the ftensi-

tyxx.out  wherexx is replaced by the iteration number. The contents
of these files are analogous to those of the other examples (the density and
pressure for each zone are in the third and fifth columns, respectively; see
the description in Se¢. 3.7.1).

At the end of each iteration, the background netCDF tlle_oned.nc )

is also updated with the density, velocity, and temperature of the neutral
background species. This file can be used to restart the BGK iterations,
e.g., with an increased number of flights. A third fiteg _global.txt ,
providea information on the global progress of the BGK iterations towards
convergence. The four columns are:

(a) Iteration number,

(b) Test species number,

(c) Global fractional change in density (dimensionless); this is compared
with bgk_cvg_dens to decide whether or not to stop the iterations.

(d) Global fractional change in pressure. (dimensionless); this is com-
pared withbgk cvg_pres to decide whether or not to stop the iter-
ations.
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11.

12.

Note that on most machines this file does not appear until the unit is closed
at the end of the run. The output netCDF file from this run is included as
well.

These files can be directly compared with the corresponding files in the

examples directory. The numbers in the text files have only five digits

of precision and should be matched exactly. The level of agreement in the
netCDF file should be several digits (perhaps as many as 10). If a satis-
factory match is not obtained, something is amiss. Please contact the code
authors (see Seg. B.1) if you feel that a problem exists with the code as you
downloaded it.

Check the binary output. You can use thenatchout utility (see Sed.3.4]4)
to do this. Again, you should expect the largest differences te b&~° or
better.

Examine test particle balanceslo simplify examination of the conserva-
tion checks, an input script for theutputbrowser  code is included,
bgkbalances . The results are ibgkbalances.out . The checks can

be performed for the density, momentum, and energy of each of the test
species. Sinc®2+ does not move, the checks on it are satisfied trivially
and are not considered furtffei=or each quantity, the procedure consists
of totaling the negative of the quantity lost to the walls (the "current out”
tally), the quantity coming in from the walls (the "current in” tally), and
the "source rate” tally. The last item is further broken down by reaction (or
source) to provide an indication of the relative importance of each process.
For this example, we consider only tBé-component of the momentum
(dimension #1) since the problem does not vary in the other two directions.

For this case, the following totals are obtained:

particles

D 5 x 106

1n fact, the values of the “total” tallies for D2+ are all determined by roundoff errors. For
this reason, you will not likely match these values exactly. You should convince yourself that
they are numerically much smaller than the other totals. If younusiehout to compare with

the reference output netCDF file, these D2+ totals will also stand out as apparently significant
discrepancies.
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DQ 3 X 1015

momentum 1

D —4x1077

Dy, =2 x 1078
energy

D 4x102

Dy, —4 x 1073

In addition, a global check involving the background particle number can
be performed:

+ Total source of deuterium atoms (the puff source),
+4.0 x 10*

— Total number of deuterium atoms lost to the walls,
—(3.36841 x 10*% 4 2. x 3.95601 x 10°")
+(3.12591 x 10% + 2. x 4.58939 x 10?!)

— Total number of deuterium atoms lost to the plasma (D+ source rate),
—2.84170 x 10!

=6. x 106

There should always be a small remainder in the energy and momentum bal-
ances; its magnitude appears to roughly coincide with the accuracy provided
by outputbrowser . This remainder results from the enforcement of a
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13.

minimum weight via Russian roulette in subroutiiodow . By default,

that minimum weight ig0~2 of the initial weight. The Russian roulette pro-
cedure is set up so as to not lose mass. However, it will conserve momentum
and energy only on the average (i.e., after many flights). You can demon-
strate this effect by reducing the minimum weigtN1INin flight.web )

to, say,10~7. Doing so will make the run substantially longer. To see the
difference in the conservation checks, you may need to examine the output
netCDF file directly (hint: ruroutputbrowser  first to get “rough” val-

ues for these quantities and then use the search facility in Emacs to locate
the corresponding data in the output netCDF file).

Transfers between BGK speciesin looking at the energy and momentum
transfers between BGK species, you should notice that no sources appear
for the background partners. The reason for this is that the transfers to
and from these species do not have a clear physical meaning; all relevant
information can be obtained from the corresponding test species.

However, the transfers between BGK test species, say betivesio D2

here, are significant. The proced2d neut (see the “momentum source
vector by reaction” and “energy source by reaction” sectionsgibal-
ances.out under reaction 11) transfers energy and momentum between
the backgroun®2 and the tesD (problem speciespgroblem_sp ”, hum-

ber 6); likewisedd2 neut (reaction number 12) connects the background
Dand tesD2 (problem_sp 7). One would expect that in a converged state
these two transfer rates would be equal (this actually goes into the derivation
of the algorithm). In this example, they are (to within the error bars),

mom. 1 toD: —9.39835 x 1073 mom. 1 toD2: +9.19450 x 1073
energy toD: —4.21074 x 102 energy toD2: +4.13512 x 102

(The molecules come off the wall at low energy and are being heated by
the warmer atoms that arise from elastic scattering with the plasma ions and
from dissociation.)

For this to occur, the reaction rate for these two processes must be nu-
merically identical. The original implementation of the BGK algorithm in
EIRENE had the same temperature dependent expression for the two rates.
However, because the temperaturedD@ and D species are different in
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14.

general, the resulting rates had different numerical values. The initial im-
plementation of the BGK algorithm in DEGAS 2 repeats this same mistake.

To see the difference, you can modify tdegas2.in  file to point to
thereactions.input andreactions.nc files in the data directory.
When you run the code again (you at least need to rprablemsetup

first), you will find something like the results containedigkbalances _default.out

mom. 1 toD: —4.71320 x 1073 mom. 1 toD2: +7.04233 x 1073
energy to D: —2.04504 x 102 energy to D2: +3.36294 x 102

This error in the default rates will be corrected in a subsequent version of
the code.

Other results. For reference purposes, this directory contains output files
from a single iteration (on a Sun withEBUG=ye9 with 1000 flights.
These output files contain the striti{. The primary purpose of these files

is to serve as a known, reproducible point of contact for testing subsequent
code modifications. It also demonstrates that these conservation checks hold
even if the code is run with relatively few flights. To duplicate these files,
you will need to stop the BGK iteration process after the first (zeroth, actu-
ally) iteration. The easiest way to do this is to insert the line:

bgk_iteration=FALSE

as the last executable statement in subroubigie_test near the end of
flighttest.web

You may notice that the tallies used for the conservation checks predomi-
nantly utilize collision estimators while the standard (zone-resolved) tallies
are based on track length estimators. The reason is that the former will
explicitly demonstrate conservation of mass, momentum, and energy since
they are computed using the instantaneous test particle attributes. The track
length estimators will generally provide more accurate values for the code
output, but will exhibit conservation only in a statistical sense. You can
demonstrate this by replacing the estimator lists in each of the “total” tallies
with the lists from the corresponding zone-resolved tallies.
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3.8 Run Control Parameters

Several run control parameters are contained irff the sources class. Ideally, these
would be set by the user in a dialog box just prior to the run. For now, they
must be changed manually by editing the background netCDF file. The following
subsections describe the features, roughly in order of usefulness to the average
user:

3.8.1 Checkpoints

By default, the DEGAS 2 output netCDF file is written only at the end of the
run. Each source group can be broken up into an integral number of pieces with
an intermediate output file being written after each such checkpoint. The array
so _chkpt(grp)  contains the number of checkpoints for source group. If
so _chkpt(grp)  is 0, no file is written. If 1, an intermediate output file will be
written at the end of the source group, and so on.

The intermediate output file does not contain post-processed results and cannot
be used with post-processing utilities. The raw data there are suitable only for a
restart of the code.

3.8.2 Restarting

The two main uses of the restarting capability are

1. To complete an interrupted (and checkpointed) run without having to restart
from the beginning,

2. To increase the number of flights in a run to improve statistics.

In both cases, the user needs to change the value of thedlagstart
from its default value oFALSE (represented by 0 in the background netCDF file)
to TRUE(1). The code will expect to find an existing output file, with the name
specified in thedegas2.in  file. This can be either an intermediate output file
from a checkpoint or a completed one generated at the end of a run.

The restarted run will extend the number of flights to the value specified in
the background netCDF file (lso _nflights ). A few different situations may
arise:
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1. If the number of flights is the same as those in the output file, no additional
flights are run. This feature permits the data in an intermediate output file
to be post-processed into a “completed” output file.

2. If the previous checkpointed run was interrupted, the restarted run resumes
from the point of the last checkpoint and completes the specified number of
flights. The results should match those that would have been obtained if the
run were to have run to completion on the first try.

3. If the user wishes to increase the number of flights fotakesource group
of a completed run, the code will compute the required number of flights.
The results will be the same as if the flights were all done at once.

4. If the user wishes to increase the number of flightsore than onesource
group, the code will extend the run accordingly. However, the resuilts
not exactly match those obtained in a single run of the same length. The
reason is that by default a run uses a continuous random number chain for all
source groups. In a restart, that chain is resumed at its end. Hence, the first
source groups will be using random numbers for these new flights different
from those they would have had in a single run. Note that the resulting run
should still bestatistically equivalento the single run. The “spaced seeds”
option has been added to provide a workaround to this minor shortcoming
of the restart procedure.

3.8.3 Seed String

Prior to version 2.6 of DEGAS 2, the initial random number seed was hardwired
in flighttest.web . The user can now change the initial seed (and, hence, the
entire random number chain) vi&@ _seed _string  in the background netCDF
file.

The preferred mechanism for specifying the initial seed is as a character string.
This is transformed into the appropriate integer representation using routines in
random.web (see Sed.2.5). The default value is “12”. Reasons to use different
values include

1. An unexpected, but perhaps not statistically significant, result has been ob-
tained. A repeat of the run with a different random number seed will aid in
establishing the validity of the result,
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2. The DEGAS 2 code package contains several tools for statistically analyz-
ing results (e.g.matchout andmatcheir ). By changing the random
number seed, the effectiveness of these statistical comparisons can be eval-
uated.

3.8.4 Spaced Seeds

If the user anticipates needing to extend a multiple source group run to a larger
number of flights (e.g., to achieve a desired variance) and insists that the results
match those of a single run, the flag_spaced _seeds should be set ta RUE
(1) in the initial run. With this option enabled, the code will set the initial seed for
each source group to be 100000000 (sesbyseed _spacing ) flights apart.
Each source group in a restarted run will then be able to “pick up where it left
off”, up to a total of 200000000 flights.

To minimize the chances of compromising the integrity of the random number
chain,so _spaced _seeds should be left at its defauRALSE (0) value, unless
the user truly needs to be able to extend the run and match the single run results.

3.8.5 Direct Sampling

The default (random) method of sampling the initial particle source in DEGAS
2 leads to a source distribution that differs from the ideal, input distribution by a
fraction of orderl //N (IV being the number of flights). Yet, if we were to take
those saméV flights and divide them up by hand amongst the source segments,
we would obtain an error of ordéy N. Such an approach is impractical in general
as it requires specifying the number of flights once and for all at the beginning of
the run (a restart would not be possible) and the possibility of overlap in the initial
source positions would arise if the number of flights were large enough.

An equally effective alternative can be developed based on hashing algorithms
described by Knuthi47]. The idea is to replace the pseudo-random number
usually used in the source sampling process with

= (x+1i/¢)mod 1, (3.17)
wherez is a single, fixed random numbeiis the flight number, and

Vh—1

-1
o7 = 2

(3.18)
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is the golden ratio. This value yields the desired distribution properties (as can be
verified usingsourcetest ), but minimizes the possibility of overlap by ensur-
ing that¢ is far from low order rational numbers.

The sampling method used is governed by the $lagsampling . The de-
fault value ofso _random yields the usual random sampling procedure. This is
the recommended value for most applications. The new, direct sampling method
is selected by settingo _sampling toso _direct . This method was installed
to see if it would lead to more efficient iterations in coupling DEGAS 2 to plasma
transport codes.

3.9 Adding Reactions and PMI

3.9.1 Overview of Data Format

The same, basic approach is used to store all reaction- and PMI-related data in
DEGAS 2. First, the data for each reaction or PMI is stored in its own netCDF
file. That file contains:

Name of reaction,
. Number of dependent variables,

. Organization of data for each dependent variable (“table” or “fit”),

. Character name for each dependent and independent variable,

1.
2
3
4. Rank of each dependent variable (number of independent variables),
5
6. Number of values of each independent variable (for tabular data),

7

. Data table, a single one-dimensional array. Indices into this array are com-
puted on the fly based on the number of values used for each independent
variable.

For more details, see the description of fhe cross section class. The corresponding
information for PMI is in the description of te PMT format Class.

The only general tool available for creating new data filesiscalc  (see
Sec[3.4]2 and the ratecalclfile itself). Example input filegdtecalc  can be
found in thedata directory. Two other routinegeactionwrite andpmi-
write  (again see Se¢. 3.4.2) read existing text files and write the data out into
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netCDF files. These two routines can be used as examples for generating specific
data files.

At run time, all of the reaction data files specified in the problem input file (see
Sec.[3.5]8) (and only those) are read in. The reaction rates (for PMI, the corre-
sponding quantity is termed the “yield”) and the descriptions of their independent
variables and other characteristics are compiled into one set of arrays. The infor-
mation is organized in a similar manner to that of the original data files, but with
an additional index corresponding to the problem reaction number. Additional
processing is done to replace character strings with integer indices, to make for
more efficient searches. Again, all of the actual reaction rate data values are stored
as a single 1-D array with macros used to provide simple access to individual en-
tries for a particular reaction. The reaction rate is used in computing the current
mean free path of the flight and in choosing amongst the flight’s possible reactions
when a collision is indicated.

All other data present in the reaction data files is compiled into a set of “han-
dling” arrays, indicating that their primary purpose is to control the specification
of collision product velocities for that reaction. In addition to an index for prob-
lem reaction number, there is one for dependent variable number. The collision
routines will search these data arrays for required information and will stop code
execution (inDEBUGmMode, anyway) if they are not found. The flow of data
through the various DEGAS 2 classes is shown in Fig. 3.2.

The data format, evaluation routines, and scoring mechanisms are designed so
that specific quantities can be scored just by adding the appropriate data to the
data file and creating a corresponding tally with that quantity as the dependent
variable.

One aspect unique to the PMI is that specification of the outgoing velocity
distribution necessarily involves a “fit” since standard FORTRAN will not permit
a function (in this case, the function which interpolates the data tables) to return a
vector.

3.9.2 An Example: Bateman Format Data

A particularly involved example of a PMI is the specification of “Bateman format”

data[3,/44]. A few uses of this for reflection processes are currently in the code. A

large set of data for PMI in an improved version of this format will soon be added.
For each incident energy and polar angle gdik,, 6;,), we have a conditional
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Figure 3.2: Flow of atomic and surface physics data through various DEGAS 2
85

classes during preprocessing.



distribution for the product atom

Pg, 0, (v, a, ¢)v*dv sin ada dg, (3.19)

wherea and¢ are the outgoing polar and azimuthal angles, respectively.
This distribution is sampled from three separate 1-D distributions. First, the
outgoing velocityy, is specified by

T = [ [ Prya,(v.0,6)sin ada do. (3.20)
The outgoing polar angle, obeys the distribution
10,(@) = [ Pria,, (w0, 0, 0)do. (3.21)
And, finally, the outgoing azimuthal anglg is taken from
fo. 6. (0) = P, 0, (0, 0, §). (3.22)
The inverse cumulative distributiof}(w) = G~ (w), with
Gl) =w= [ f(y)dy. (3.23)
0

is specified, say, 5 values 6f< w < 1. For example, for a normally incident
0m) = 0, (Ey, = 1 eV H atom being reflected off of Fe, the data are
RN(Eina ein) =

8.27750E-01
FY(§) =
1.99146E+00 2.25513E+00 2.32691E+00 2.36544E+00 2.40806E+00

Interpolation into this array with a random numigeyields/ E,.;, and thusy,.
F2(n,&) =

5.16532E-01
3.70481E-01
3.80010E-01
3.57688E-01
3.48497E-01

6.99576E-01
6.11799E-01
6.18834E-01
5.95520E-01
5.17881E-01

8.11503E-01
7.63020E-01
7.63825E-01
7.51752E-01
6.53833E-01
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8.99906E-01
8.72539E-01
8.75375E-01
8.59766E-01
7.79846E-01

9.67300E-01
9.61285E-01
9.61256E-01
9.57489E-01
9.23956E-01



A 2-D interpolation into this table with the same first random numpend a

second one givescos fy.

F3(¢,n,6) =

-9.54674E-01
-9.39719E-01
-9.47749E-01
-9.52932E-01
-9.63812E-01

-9.49486E-01
-9.18789E-01
-9.35546E-01
-9.39133E-01
-9.42917E-01

-9.59566E-01
-9.43053E-01
-9.42753E-01
-9.28625E-01
-9.47567E-01

-9.42125E-01
-9.24288E-01
-9.45958E-01
-9.64714E-01
-9.59291E-01

-9.43142E-01
-9.43214E-01
-9.40994E-01
-9.35018E-01
-9.49873E-01

-5.93616E-01
-5.34726E-01
-5.99118E-01
-5.09963E-01
-6.32861E-01

-5.27460E-01
-5.34890E-01
-5.66353E-01
-5.88361E-01
-5.66390E-01

-6.35221E-01
-6.23133E-01
-6.40605E-01
-5.03451E-01
-5.75171E-01

-6.25972E-01
-5.62514E-01
-5.88903E-01
-6.17340E-01
-6.47473E-01

-5.25077E-01
-5.90395E-01
-4.99927E-01
-5.38589E-01
-5.38587E-01

-4.55439E-03 6.11607E-01 9.54292E-01

7.70975E-02
-5.34413E-03

1.11845E-01

2.84474E-02

4.71202E-02
3.87104E-03
-6.17420E-02
4.03247E-02
4.88304E-03

-7.50576E-02

-8.35145E-02

-1.50300E-02
3.69856E-02
6.78900E-02

-6.74072E-02
-6.67559E-02
6.07203E-02
-2.49212E-02
-8.40439E-02

4.79891E-02
2.32011E-02
7.81558E-02
8.60652E-02
8.93784E-02

5.91124E-01
5.58645E-01

6.68895E-01

6.49311E-01

5.40823E-01
5.97719E-01
5.65376E-01
5.36441E-01
5.72368E-01

5.72627E-01

5.13894E-01

5.51493E-01
6.04412E-01
6.17675E-01

5.10579E-01
5.49679E-01
5.98492E-01
5.61052E-01
4.58677E-01

6.22436E-01
5.42675E-01
6.19613E-01
6.47157E-01
6.39298E-01

9.38723E-01
9.59176E-01

9.59592E-01

9.65024E-01

9.43092E-01
9.43635E-01
9.28863E-01
9.41553E-01
9.58254E-01

9.59374E-01

9.33565E-01

9.32335E-01
9.51354E-01
9.61149E-01

9.26111E-01
9.57450E-01
9.45981E-01
9.49261E-01
9.33637E-01

9.53027E-01
9.35411E-01
9.44418E-01
9.51505E-01
9.66431E-01

A third random numbec is used with the other two in a 3-D interpolation of
this table to obtaircos ¢g. The re-use of these random numbers in interpolat-
ing these three separate dependent variables means that DEGAS 2 has to treat
the random numbers as fixed independent variables, just like electron density
or ion temperature, rather than generating the random numbers on the fly in
the interpolation process. Hence, the appearancesbfrandom_number
2nd_random_number , and3rd_random_number in the independent vari-
ables list (see the PMTIformat class).

So, each file for such PMI contains

1- RN(EiIM ein)y
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2. Fl(g, Einyein)l
3. Fz(n7§7Ein79in)1
4. FS(C,T],g,Ein:ein)'

Again, all of the data values are stored in a single 1-D array with the array behavior
specified by macros (see the PMT format glass).

3.9.3 Reaction Processing Routines

Need to create “set products” and “products” routines, as well as collision and
track-length routines if new type.

3.10 Defining Radiation Detectors

The user defines “groups” of detector “views”. Each view needs to be defined
only once and can be used in more than one group. A view is defined by:

1. Two points,

e The first is taken as the starting point,
e The second fixes direction.

2. Angular halfwidth (i.e., each view consists of a cone with apex at the start-
ing point),

3. An averaging algorithm, used to simulate 3-D behavior with a cone defined
in 2-D (see below). The two techniques available now are

e Uniform weighting,
e Circular weighting.

4. A binning variable,

e Only examples are “none” and “wavelength,”

e To use “wavelength”, would also need to specify a minimum, maxi-
mum, and the number of wavelength bins.
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The actual variables are defined and described inThe defector class.

Views are machine specific and not frequently changed. For these reasons, the
user will need to specify them via specific lines of codeeaadgeometry or
boxgen (both have working examples).

3.10.1 Signal Computation

The contribution from each zone to a view is precomputed so that the signal can
be quickly determined during or after the run from volumetric emission.

The 2-D viewing cone is divided into 30 subchords / degree. The code expects,
but does not insist (a warning will be printed), that the apex of the cone does not
fall inside a plasma or vacuum zone. Each subchord is tracked from the apex to the
start of a plasma or vacuum zone. From there, the distance the subchord traverses
through each zone is computed. The subchord is terminated when it reaches a
solid zone; this is the actual end point. The resulting contribution made to the
view by zonej, call it f(z;), is fori = 2N + 1 uniformly weighted subchords

f(z) = g: d; jw;/V;, (3.24)
=N

whered, ; = is the distance along subcharthrough zong, andV; is the volume
of zonej. The relative weight of each subchordaiswith
1

uniform
. e — 3.25
wi 4n(2N + 1)’ (3-29)

and

circular __ 1

" 2mN /1 (i/N)?
The units off arem2/st.

These zone contributions can then be used during execution of the main code
or during post-processing to compute, say, thediynal S,, in the absence of
recombination (see Sec.2.7) as

(3.26)

w

Sa == ZNI(Z]) {%A23E23:| f(Zj), (327)

where N, is the number of neutral H atoms in zopeThe bracketed quantity is
interpolated from the input data file, with,; being the energy of the Balmer-
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transition, and other quantities defined in Sed. 2.7. Note, however, that the code
is completely general regarding wavelength and origin of radiation. Other line
emission rates can be scored in an analogous if the appropriate data are present
in the input data files. Again note that the views cannot be toroidally directed. If
needed, this option could be incorporated with relative ease.

3.11 Sectors and Diagnostic Surfaces

The default behavior for a surface in DEGAS 2’s tracking algorithm is to stop the
flight momentarily (to check for a zone boundary) and then to continue. In some
instances, these surfaces need to do more, e.g.,

1. If that surface represents the interface between a plasma or vacuum zone
and a material (solid) or exit zone, the quantities describing the flight must
be altered to represent the effect of that next zone,

2. If the user wishes to monitor the passing of a flight through a particular
surface, the flight's parameters must be noted and used to update the appro-
priate tallies.

To address these needs, DEGAS 2 utilizessietorconcept. The most gen-
eral description of a sector is a coupled surface and a zone. More specifically, the
surface should be a bounding surface of a cell comprising the zone (the orientation
is important; see below). The function used to define sectors takes as an optional
argument a second zone. If provided, the function will verify that the input sur-
face is indeed an interface between the two zones. The programmer should use
this option whenever possible as a consistency check.

Solid zones in DEGAS 2 are typically physically larger entities than plasma
zones. E.g., many plasma zones may be in contact with the same solid zone.
Although this approach simplifies specification of the geometry, it prevents local
variations in the properties of the solid zone, such as material temperature or re-
cycling coefficient. Instead, we will use the sectors to store data such as these.
In contrast, each plasma zone has associated with it local data, such as plasma
temperature and density. By including the plasma zone number in the sector defi-
nition, the sectors have access to the properties of both the material and plasma at
the interface between the two. The particular properties required may vary with
the model used process the flights as they strike the interface. The existing ge-
ometry setup routinesléfinegeometry2d , readgeometry andboxgen)
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define take care of the definition of these sectors. In the first two cases, little or no
input is required from the user.

Sectors can also be defined for purely diagnostic use. The zones adjacent to
the sector surface can be of any type. A given sector may be used to specify
more than one diagnostic (e.g., one may track particle current, another might tally
particle energy).

Because of the inherent differences between interfaces of different types, the
sectors must be categorized into subclasses:

target The interface between a plasma zone and a solid zone,

wall The interface between a vacuum zone and a solid zone,

exit The interface between a vacuum or plasma zone and an exit zone,
diagnostic A diagnostic sector.

plasma A sector type used in an earlier version of the code, retained only for
backward compatibility.

vacuum A sector type used in an earlier version of the code, retained only for
backward compatibility.

To facilitate output organization, sectors have labels associated with them,
strata  (for groups of sectors) angector _strata _segment (for an indi-
vidual segment). The user can specify these in an arbitrary maeaeigeom-
etry provides some keywords for this purpose.

Additional details on the sector subclass properties can be found in the docu-
mentation on th&_Seciar class.

3.11.1 Diagnostic Sectors

Diagnostic sectors are defined in a manner closely paralleling that of detectors.
Diagnostic sector groups are used to identify sectors of similar functionality. Both
readgeometry andboxgen define default diagnostic groups using the non-
diagnostic sectors set up by those routines:

Wall and Target Counts Includes all wall and target sectors. No independent
variable is associated with this diagnostic group; it is only capable of sum-
ming a particular test particle property (which will be specified by a corre-
sponding tally, particle mass, for example).
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Exit Counts Includes all exit sectors. No independent variable is associated with
this diagnostic group either.

Wall and Target Energy Spectrum Specifies the particle energy as the indepen-
dent variable. As in the “Counts” groups, some as-yet-unspecified particle
property will be tracked. The difference is that the tally will be divided up
into the energy bins defined for this group.

Wall and Target Angle Spectrum Similar to the “Energy Spectrum” group, but
the independent variable is the angle of incidence of the particle.

In addition, the definition of dioagnostic only sectors and a corresponding
group (“Throat sectors”) is illustrated neadgeometry.web

The particle properties to be associated with these diagnostic groups for the
purpose of defining tallies may be directionally dependent. For instance, the par-
ticle current leaving and entering a zone may be specified separately. Details will
be given in Sed. Z.3.3.

3.12 Output File

The output netCDF filequtputfile in degas2.in ) contains the tally data
in four arrays:

1. Sorted by the neutral source group, prior to post-processing,
2. Summed over neutral sources, prior to post-processing,

3. Sorted by neutral sources, after post-processing,

4. Summed over neutral sources, after post-processing.

All have standard deviation data, but their interpretation is not guaranteed for the
latter two since the impact of post-processing (especially the addition of post-
processed scores to a tally) is not accounted for. If the output file is the result of
a checkpoint dump (SeE.3B.1), keep in mind that post-processing has not been
done. Navigating these large arrays is extremely tedious and not recommended
except as a last resort. Instead, the user should utiliggutbrowser . There
is a separate output array for data to be passed to 2-D fluid plasma code.

A couple of text output files, largely of historical origin, are generated. The
density.out file has been described already in Sec. 8.7.1.sbueces.out
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andtestdata.out files are unformatted files used to transfer data to the UEDGE
code. All of the information in them is accessible throwgltputbrowser |, so
no further description of them will be given.

3.13 Other Documentation

The fileclasses.web  contains an extensive description of what the code looks
like internally. Most of the common variables (i.e., the contents ofitiveb
header files) are documented here as well. Try following[thi$ link if you want to
have a look at it now.
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Chapter 4
EIRENE Benchmark

4.1 Introduction

Since UEDGE was first coupled to EIRENE and since EIRENE is currently the
most widely used neutral transport code in the field, the first step in coupling DE-
GAS 2 is to perform a benchmark against EIRENE. A simple slab, “single-null”
geometry and plasma generated by UEDGE is used as input to both codes. An
initial effort was performed without recombination. Essential information from
that documentation has been included here for completeness.

This chapter describes a second round of benchmark exercises in which re-
combination is accounted for. The plasffia ~ 1 eV near plate in this case. For
reasons to be explained below, several numerical differences between the codes
are accentuated under these conditions. We will describe here the isolation and
elimination of most of these differences, enabling us to get agreement of densities
and plasma sources to withii%. In the process we have developed a means for
guantitatively comparing the code results.

The following sections will:

1. Describe the geometry, boundary conditions, and UEDGE plasma,
2. Qualitatively compare “out of the box” code results,

3. Describe how code results are quantitatively compared,

4

. Explain several differences between the codes, eliminating or minimizing
them when possible,

5. Characterize the level of agreement between the codes,
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6. Go through a performance benchmark and optimization of DEGAS 2.

4.2 Problem Description

The geometry is intended to be a 2-D slab representation of a toroidally symmetric
single-null scrape-off layer. The resulting “box” is 1 m long, extending from a
mirror boundary atZ/ = 0 to a molybdenum target plate Z&t= 1 m. Only half
of the scrape-off layer is being simulated; hence, the appearance of the mirror.
The radial width is 0.05 m. An exit is used to represent the core boundary at
R = —0.01 m betweernZ = 0 andZ = 0.75 m. The outer wall aiR = 0.04 m is
assumed to be made of molybdenum. The section representing the wall adjacent
to the private flux region, ak = —0.01 m betweenZ = 0.75 m andZ = 1 m,
is also taken to be made of molybdenum. Finally, a mirror surface at 0.75
m extending fromk = —0.01 m to R = 0 creates a private flux region above it.
The length of the box in the third dimension is 1 m, although periodic boundary
conditions are established at both ends.

The UEDGE mesh has a nonuniform spacing with 64 zones i ttieection
and 32 inR. The geometry and plasma data are provided to DEGAS 2 in a file
generated during UEDGE post-processing by the BASIS utility. The electron tem-
perature and density computed by UEDGE with its fluid neutral transport model
are shown in Figs. 4.1 and #.2.

4.3 “Out of the Box” Results

Figure§43 anfd 4.4 show how the atomic deuterium densities computed by EIRENE
and DEGAS 2 using the UEDGE plasma compare with roughly standard physics.
The word “roughly” is meant to imply that some of the changes to be described
later in this chapter have been incorporated into these simulations. For EIRENE,
the random number problem (see Sec. 4.5.2) has been remedied. For DEGAS
2, the treatment of reflection used on the molybdenum surfaces uses the EIRENE
data, including the attempts to mimic EIRENE’s extrapolation behavior (see[SecCs. 4.5.3
and[4.54).

The peak EIRENE density is abaditx 102° m—3. For DEGAS 2, the peak is
only about2 x 10?° m=3. In Sec[4.], we will list the causes of this discrepancy
and describe the techniques we use to eliminate or minimize them.
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electron_temperature_x

Input Data Generated by UEDGE

1.00

E
N
0.85
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Electron Temperature (eV)
Dec 22 1998 Page 1 of 1

Figure 4.1. Electron temperature near the target£ 1 m) as computed by
UEDGE with its fluid neutral model.
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electron_density_x2

Input Data Generated by UEDGE
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0.85
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Dec 22 1998 Page 1 of 1

Figure 4.2: Electron density near the targét£ 1 m) as computed by UEDGE
with its fluid neutral model.
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D_density_10_x

EIRENE Deuterium Density
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Figure 4.3: Neutral deuterium atom density computed by EIRENE.
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spD_density_x

DEGAS 2 with Standard Physics

1.00

0.97

Z (m)

0.85
-0.010 0.015 0.040

R (m)
0.0e+000 1.5e+020 3.0e+020

Atom Density (m”"-3)
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Figure 4.4: Neutral deuterium atom density computed by DEGAS 2 using “stan-
dard physics”.
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4.4 Statistical Basis for Comparisons

Because Monte Carlo codes provide only a statistical description of a result, e.g.,
the neutral density at a particular point in space and an estimate of its error, com-
parisons between codes require some care. Differences between codes smaller
than the standard error in their results cannot be discerned, as this section will
demonstrate. We will describe a quantitative procedure for comparing code re-
sults which can be used to tell if the differences cannot be statistical in nature.

The standard error decreases with/N, whereNN is the number of flights,
and can in principle be made as small as desired. For the problem at hand, we've
used 80,000 flights for each of the source groups, resulting in standard errors of a
few percent near the plate for simple tallies such as the neutral atom density. The
differences between EIRENE and DEGAS 2 remaining after the steps described
in Sec.[4.b have been taken are slightly larger than this, so raising the number of
flights further would not be useful.

Both DEGAS 2 and EIRENE compute the recombination contributions to the
source terms (e.g., subtracting recombination rate from the ion particle source) di-
rectly and add them to the final Monte Carlo results at the end of the run. DEGAS
2 does provide the option for computing these contributions in the standard Monte
Carlo way (as a check), but the statistical error is increased substantially. Com-
parison of the code results is, thus, further complicated because the computed
variance estimates cannot be used directly with the final output results. Rather,
our statistical comparisons must be madthoutthese “post-processing” contri-
butions.

DEGAS 2 has two sets of output arrays:

1. One written before post-processing and containing relative standard devia-
tions,

2. One with the post-processing results and no variance data.

The screen output generated by EIRENE likewise contains results without these
post-processing contributions and their relative standard deviations, provided they
were requested in the input file. These data along with the first of the two DEGAS
2 output array sets will be analyzed with the procedure outlined here.

The principal basis our statistical comparison is the Central Limit Thearem][2].
Say we have the density score in a particular zone from a rux iights; call
it ug. This result is effectively a sample drawn from a parent population; call its
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meanm and the standard deviatiean The objective of the Monte Carlo method
is to estimate this mean.
The Central Limit Theorem then says that the relative error

_ \pire — m|

€rel = ——, (4.1)

OK

whereoy = a/\/? is the standard error, has a Maxwellian distribution. That is,
the probability that,., < 1is68.3%, < 2is95.4% and< 3is99.7%.
To apply this directlyto our situation, we would need to:

e Do many runs of both codes,

¢ Find values ofn for each code which are consistent with those results,
e Compare then values between codes,

e Repeat the process for each zone.

Such a process is too lengthy to permit extensive comparisons of different
variables and input conditions. We propose using instead a simpler, compromise
procedure. Say we have a density score from DEGAR 2and one from EIRENE
uk-, We begin bypostulatingthat they have the same, If this is true, the random
variablez = 2 — 1%, has meann, = 0, Then, if each of the codes’ standard
deviation estimates?. ands¥., are also consistent with, one can show that the
distribution ofz about its mea will have a standard deviation

Sz, Keff = \/(8%)2 + (8%/>2, (42)

This is just what one expects from propagation of errors.

We are not done yet in that applying this would still require many runs of both
codes. However, we do have many zones in each Ifuine scores in each zone
are uncorrelated with other zones, we could treat the value of

€zrel = Z/Sz,K,eff (43)

in each zone as a separate sample and compile a distribution,dfy comparing

the results in each zone. If we find this distribution to be Maxwellian, we may infer
that our postulates are correct, i.e., the codes are giving the same results. If the
distribution strongly deviates from a Maxwellian, we can suspect that the codes
do not agree.
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The extent to which scores in two zones are correlated depends on many fac-
tors. Since we do not require precise statistical agreement between the codes (a
few percent of systematic error is acceptable), we will assume that the effect of
these correlations is too small to prevent this test from detecting significant (more
than a few percent) differences.

One other consideration is that the Central Limit Theorem only applies for
“large enoughK™. For a given zone, this effectively means a “small enough
relative standard deviation”. For these comparisons, both codes produce relative
standard deviations near the target of a few percent. If we restrict the comparison
to zones with relative standard deviations below some valuer,say= 20%, we
should still have a large number of zones to work with.

Note that the codes output the relative standard deviatiohn/K). To get
o2 we multiply the output relative standard deviationy.

4.5 Code Differences

4.5.1 Atomic Physics

The common ancestry of EIRENE, DEGAS, and DEGAS 2 is apparent in their
atomic physics data. All three codes rely upon the molecular data in the Janev
book|[13] (see Se¢. 4.%.5, however). The reaction rates are explicitly the same in
all three codes, as are the dissociation energies, and the electron energy loss rates.
Note also that since the scoring of momentum transfer to the plasma in EIRENE is
relatively new, its implementation is incomplete: there is no momentum transfer
for the molecular dissociation processes. However, given the dominance of the
other momentum sources, this should not be a problem. DEGAS 2 tracks all three
components of the momentum transfer in all reactions.

This version of EIRENE (with the present input file) uses the reaction rate
for charge exchange in the Janev baok[13]. No attempt is made to ensure that
the sampled background ion velocities are consistent with the charge exchange
cross section[3]. Furthermore, the momentum and energy transfer expressions are
correct only in the limit of(cv) = ov (see Sed. 4.5.6). More recent versions of
the code certainly do better than this[14].

The DEGAS 2 standard charge exchange data comes from the Janev-Smith
database[15], with consistently computed reaction rates, and energy and momen-
tum transfer rate5[14]. The simulation described in §et. 4.3 used these data. For
subsequent runs, data equivalent to those in EIRENE will be substituted.
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DEGAS 2 and EIRENE each rely on their own collisional radiafive[14] codes
for the multi-step electron-impact ionization and recombination of hydrogen data.
These two codes have been compared several times in the past. The basic dif-
ference is that the EIRENE code, AMJUEL, is based upon the Johnson-Hinnov
ionization cross sectioris|16]. The data used in DEGAS 2 are described [n$ec. 2.7.

Figureg4b an@i 4.6 compare the rate data. The AMJUEL ionization rates are
noticeably lower forl, < 10 eV. This is likely responsible for most of the dif-
ferences between the densities in F[gs],. 4.3[and 4.4. The energy loss rates agree.
However, when normalized to the ionization rate, to give the energy lost per ion-
ization, the differences of Fif]. 4.5 are factored in.

Figure[4.F shows that the recombination rates agree well. The reason is that
the Johnson-Hinnou['16] recombination cross section data are used in both col-
lisional radiative codes. The energy exchange rates agreg. fer 10 eV, but
disagree at higher temperatures. This quantity includes the average energy of a
radiatively recombining electron; the expression used to compute it invblves[14]
d{0V)recombination/d1e. Apparently, the AMJUEL values were obtained by differ-
entiating a fit to{ov) recombination- 1€ vValues used in DEGAS 2, however, were ob-
tained by differentiating closed form expressions §@v) ccombination @Nd should
be correct.

As with charge exchange, in S€c.]4.3 DEGAS 2 usedeti?.dat  data.

For subsequent runs, the AMJUEL data will be used in both codes.

4.5.2 Source Sampling

The ion current distribution to the target is sampled according to the relative frac-
tions of current striking each segment (i.e., each radial zone). Likewise, the prob-
ability distribution used in sampling the “birth” zone of a recombining ion is given
by the fraction of the total recombination occurring in that zone. Whether or not
a code is correctly sampling these distributions can be easily determined. For
DEGAS 2, thesourcetest  utility was written to do just this (see Sdc. 3]4.3).
Cruder means were used to extract the requisite data from EIRENE.

Figure[4.8 shows that the two codes are able to match the input distribution
(to within the error bars). To make the comparison quantitative, we uge a
test[42]. The result ip, the probability that sampled distribution matches the
parent distribution. For the 5000 samples used in generating Hig. 4.8, the DEGAS
2 results yieldp = 0.97. For EIRENE, we gep = 0.69. Sincep in both cases
is not too much smaller than 1, we conclude that the input distribution is being
adequately sampled.

103



Compare e + H -> e + H" + e Data
Between AMJUEL and ehr2.dat
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Figure 4.5: Comparison of effective collisional radiative electron impact hydrogen
ionization rate from EIRENE’s AMJUEL data file and from DEGAS 2’s IRLS
code (contained in the publicly distributed fiédar2.dat ) at densities ofi0'8

m~2 and10?° m~3. The lower figure shows the ratios of the rates computed by the
two codes.
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Figure 4.6: Comparison of effective collisional radiative electron energy loss rate
from EIRENE’s AMJUEL data file and from DEGAS 2’s IRLS code (contained

in the publicly distributed filehr2.dat ) at densities 0£0'®* m=3 and10%° m~3.

The upper figure shows the energy lost per ionization; the lower gives the power
lost.
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Both Codes Correctly Sample
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Figure 4.8: Sampled target flux distributions, as a function of radial zone, for
DEGAS 2 and EIRENE. The curve labeled “Input” is the ideal result.
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We use 50,000 samples of the recombination source. Because of the large
number of zones, a simple plot analogous to Fig. 4.8 is unintelligible. Further-
more, not all of the problem zones are adequately sampled to permit the applica-
tion of a2 test to the whole problem space. Instead, we isolate the 648 zones
with highest recombination rate (the lowest temperature region, chosen somewhat
arbitrarily). Applying ay? test to samples taken in those zones yields for DEGAS
2p = 0.94. But, for EIRENEp = 0.21. Sensing that this is small enough to cause
concern, we repaired a known problem with the EIRENE random number gener-
ator (as received, the code had random number seeds which differed by unity; the
fix is to make one of these integers very different). The result is much improved:
p = 0.79. All other EIRENE runs described in this chapter utilize this bug fix.

4.5.3 Energy Distribution of Reflected Atoms

The EIRENE surface physics is more detailed than that of the old DEGAS and,
hence, DEGAS 2. Consequently, we will not make an overall comparison with
different surface physics data. Instead, we have translated the Bateman format
data for reflection of D off of Mo taken from EIRENEBRIM input file into a
DEGAS 2 format. To be more precise, the Mo data obtained from Fe data using a
scaling argumeni[43].

These data prescribe the reflection coefficient, the outgoing energy, and two
outgoing angles as a function of the incident energy and polar angle. The Bateman
format is described in detail elsewhéie[3]. Briefly, these data specify these param-
eter values (e.g., the outgoing energy) at intervals of the cumulative distribution
function: 0.1, 0.3, 0.5, 0.7, 0.9. One can also establish data points at each end of
the distribution. For example, a minimum energy might be the wall temperature; a
maximum would be the incident energy. As originally implemented in DEGAS 2,
this additional information to extrapolate beyond the ends of the data. Doing this
carefully required specifying additional cumulative distribution values at 0, 0.2,
0.4, 0.6, 0.8, and 1.0 (intermediate values being obtained by linear interpolation).

EIRENE, however, mindlessly extrapolates the data and enforces the mini-
mum and maximum values after sampling. The result is that the sampled maxi-
mum and minimum may be noticeably different from what one expects! The first
set of benchmark runs indicated that the difference in the handling of the lowest
reflected energy atoms was significant. The reason is that the atom density near
the target plate (i.e., where ionization is lowest) scales like the inverse of the atom
velocity, and hence is impacted strongly by the lowest energy atoms. To eliminate
this difference, we reset the lower bound on the energy so DEGAS 2 would mimic

108


http://w3.pppl.gov/~dstotler/DE_Bench/full_code.html
http://w3.pppl.gov/~dstotler/DE_Bench/full_code.html

the EIRENE extrapolation. Figufe 4.9 shows that the original DEGAS 2 reflected
energies for a normally incident 19 eV atom match the input data well (the differ-
ence at the lower end is due to the use of logarithmic interpolation in DEGAS 2).
The revised DEGAS 2 reflected energies differ from the input, but better match
the values obtained from EIRENE.

A second difference becomes significant with the present set of benchmarks
including recombination. The temperatures in this plasma are sufficiently low that
a significant number of atoms are striking the target with energies below 1 eV.
EIRENE assumes that such atoms are always absorbed (and desorbed thermally
as molecules in this simulation). DEGAS 2 treats the data literally; the reflection
coefficient is about 0.2 at 1 eV. For the initial comparison run (see [Sgc. 4.3),
DEGAS 2 was run in this manner, although the energy and angular extrapolation
changes described above and in the next subsection were implemented. For all
subsequently discussed benchmark simulations, DEGAS 2 will assume absorption
for incident atoms of less than 1 eV energy.

4.5.4 Angular Distribution of Reflected Atoms

The cosines of the angular distribution are sampled in a way analogous to the
energy. In this case, the bounds of the sampled parameters are clearer still since
they are the cosines of the angles (i.e., 0 and 1). However, during this benchmark
exercise, a discrepancy in the near target deuterium density was again connected
with the distribution of neutral velocities in thé direction. With the difference

due to energy extrapolation (see Sec. 4.5.3) having been eliminated, the cause this
time was traced to the extrapolation of the cosine of the outgoing polar angle,
cos(Hout ) -

Figure[4.ID shows the sampled cumulative distribution from two DEGAS 2
runs and from an EIRENE run. These data were compiled from all of the ions
incident on the target in a particular zone (normal incidence at 6.88 eV). The
curve labeled “original” shows the DEGAS 2 treatment extending down to near
cos(fout) ~ 0. The “revised” curve demonstrates that our modifications to the
DEGAS 2 data successfully mimic the EIRENE extrapolation behavior.

4.5.5 H, Dissociation Rate

Significant differences in the electron energy sink were traced to a discrepancy
in the H, dissociation rate (reaction 2.2.5 in the Janev book[13]) at the lowest
electron temperature®, ~ 1 eV. Unfortunately, both the plot and the fit for these
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DEGAS 2 Data Have Been Revised
to Mimic EIRENE Low Energy Extrapolation
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Figure 4.9: Comparison of the cumulative distribution of reflected energies sam-
pled in DEGAS 2 and EIRENE with the input data obtained from EIRENE’s
TRIM file. The “revised” DEGAS 2 curve indicates that the code is now able
to mimic the simple extrapolation used in EIRENE. These data are for a 19 eV
deuterium atom incident on molybdenum.
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Revised Data To Mimic EIRENE's Extrapolation
1

——DEGAS 2 Original Data
0.8 } —<—DEGAS 2 Revised J
——EIRENE

0.6 |

0.4

0.2}

Cumulative Distribution

0 02 04 06 08 1

cos(eom)

Figure 4.10: Comparison of the cumulative distribution of reflected outgoing po-
lar angles sampled in DEGAS 2 and EIRENE with the input data obtained from
EIRENE’s TRIM file. These distributions were compiled from all of the initial
incidentions(i.e., at the start of the flight) in a particular zones. All of these ions
strike the target normally with 6.88 eV.

111



data in the Janev book aneong One needs to refer to the corresponding preprint
even to get the correct values for the fit coefficients. EIRENE has those values,
but applies them down to the smallést used in the code, 1 eV. However, the

fit is valid down to only 1.2 eV. The dissociation rate values used in DEGAS 2
at these lowest temperatures were taken directly from the tabular data provided
with the original DEGAS codé[3], not from the fit. The point is that these values
differ from those computed by the fit (presumably due to the fit not being valid
there). No record explaining the origin of the DEGAS values, but we assume that
they were taken from the initial data compilation from which the fit was derived.
Regardless, the remedy for the objectives of this benchmark is to replace these
low T, dissociation rates with the same values used in EIRENE. The results of
Sec[43 have the DEGAS values; runs discussed in subsequent sections will have
the EIRENE values.

45.6 Estimator Differences

With DEGAS 2 run as in Se€. 4.3, the relative standard deviations for the electron
and ion energy sources were substantially larger than those for EIRENE (these dif-
ferences were most noticeable close to the target). The cause of the higher electron
energy source variance was that DEGAS 2 was using a collision estimator for the
molecular contributions to that quantity (for historical reasons), while EIRENE
was using a track length estimator. Switching the estimator used in DEGAS 2
required a minor change tallysetup (see Sed.3.4.1). At the same time, we
changed the scoring of the electron impact ionization of deuterium contributions
to the ion energy and momentum sources from being done “post process” (i.e.,
computed from the neutral density at the end of the run) to a track length esti-
mator. This allowed the variance contributions from this process to be accounted
for in these scores and was essential for comparing with the EIRENE values (see
Sec[Z4H).

The main reason for the larger ion energy source variance in DEGAS 2, how-
ever, was that charge exchange was being treated by the collision estimator, rather
than the track length estimator used in EIRENE. The original reason for choosing
the collision estimator in DEGAS 2 was that the charge exchange data file did
not have the required integrals of the cross section needed to score the energy and
momentum exchangesi14]. We have now worked out the forms these integrals
must have to emulate the EIRENE assumption of constardnd incorporated
them into the charge exchange data file.

The runs of Sed. 4.3 do not employ these estimator changes (and utilize a
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different charge exchange cross section altogether, as was noted previously), while
runs in subsequent sections have these modifications incorporated.

45.7 Other Differences

We suspect that there are other differences remaining which will prevent the two
codes from being brought into closer agreement. For example, DEGAS 2 uses
a logarithmic interpolation in incident energy for the Bateman format reflection
data. EIRENE assumes a linear interpolation. The interpolation schemes in DE-
GAS 2 presently require a uniform spacing, either linearly or logarithmically, be-
tween data points (a nonuniform spacing option was tried at one point, but aban-
doned as too difficult to maintain). Hence, the interpolation technique used by
EIRENE cannot be emulated without significant changes to the code. On the other
hand, the subtlety of some of the differences which have been detailed in this sec-
tion suggests that remaining nonstatistical discrepancies in the code results are
unlikely to be of physical significance and are consistent with minor numerical
differences between the codes.

4.6 Characterize Comparison

The principal means of comparing the code results is now considered to be the
guantitative prescription given in Sgc.]14.4. We will, however, begin this section
with plots to illustrate two points.

4.6.1 Density Differences

In Fig. @.T1, we show the relative error,

D_.E
€rel = "p nE . (44)
oRay/ (np)? + (n)?

This expression is equivalent to Eq. (4.3) with, being the relative standard
deviation. Within thegeomtesta post-processor (see Séc. 3.4.1), we do not
have access to the EIRENE error estimates (seg Séec. 4.4). However, in the case of
the deuterium density, the EIRENE and DEGAS 2 relative standard deviations are
sufficiently similar that we can treat them as equal for this purpose. Both are on
the order of a one to a few percent near the target. The scale inFig. 4.11 indicates
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the number of standard errors between the DEGAS 2 and EIRENE density values.
Note that this is a signed quantity. The white zones indicate areas with differences
greater than 3 times the standard error; the black areas indicate likewise that the
lower bound has been exceeded.

The dominance of the green areas is indicative of the nearly complete sta-
tistical agreement (see S€c. 4.6.3). The red, orange, and yellow zones near the
target likely point to a remaining systematic discrepancy between the codes, as
suggested in Sef.4.5.7.

4.6.2 Comparison of Momentum Source

As indicated by Figd. 4.12 afnd 4] 13, the deuterium ion parallel momentum sources
computed by the two codes are qualitatively (i.e., visually) similar. However,
the statistical errors are extremely high (Hig. 4.14), presumably caused by the
tight coupling with the background ions through charge exchange (i.e., the net
momentum source due to charge exchange is the difference of two nearly equal
numbers).

The lack of regions with small relative standard deviations makes comparison
of the code results (see Sé¢c.]4.4) problematic since we require a large number
of (independent, ideally) zones with “good statistics” (so that the Central Limit
Theorem applies) for the analysis. As will be seen in $ec.]4.6.3, relaxing one of
these two constraints permits a comparison to be made. In each case, the results
are consistent with the two codes being in agreement. The deuterium ion energy
source likewise has significant relative standard deviations, although smaller than
those shown in Fig. 4.14. The consequences for the stability of a coupling to a
plasma transport code may be more serious, however. Future work will assess and
remedy this situation, if necessary.

4.6.3 Results of Quantitative Comparison

The procedure outlined in S€c. 4.4 must be amended slightly to accomodate the
remaining few-percent systematic differences in some of the code results. The
relative error is given instead by

€rel = D, E )
e (\/(82)2 + (skr)%, Umin“KzuKl)
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Figure 4.11: Difference between DEGAS 2 and EIRENE deuterium density rela-
tive to the standard error estimate.
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DEGAS 2 with EIRENE Physics
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Figure 4.12: Source of deuterium ion parallel momentum computed by DEGAS
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EIRENE Momentum Source
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Figure 4.13: Source of deuterium ion parallel momentum computed by EIRENE.
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DEGAS 2 Toroidal Momentum R.S.D.

1.00

0.97

0.94

Z (m)

0.91
0.88

0.85
-0.010 0.015 0.040

R (m)

0.0 0.2 0.4 0.6 0.8 1.0

Relative Standard Deviation

Figure 4.14: Relative standard deviation for the deuterium ion momentum source
computed by DEGAS 2.
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where again they refers to the standard error for a simulation/offlights (i.e.,
Sk = owaptx)- The additional parametes,,;, is associated with the statistical
error (expressed as a fraction, like the relative standard deviation).

For all of these except the ion energy and momentum soutge, = 20%
and o, is given. For those twog,,;, = 0 ando,.. IS given. In the former
case, the relative standard deviation is required tecb20% to ensure that the
Central Limit Theorem is applicable amd,;, represents the systematic error. Of
the tested values of,;, the one which yields a set of percentages most closely
matching the Maxwellian idea68%, 95%, 99.7%) is taken as our estimate of the
systematic error. For the ion energy and momentum sources, we are unable to get
“good statistics” witho,,,., = 20%; hence, larger values are tested. The relative
standard deviations are too large for any systematic error to be detected, so we use
Omin — 0.
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Source: Plate Recombination
10‘20‘30 10‘20‘30

D Density
Omin = 7% || 82% | 99.2% | 100% | 90% | 99.4% | 99.9%
Omin = 5% || 5% | 95% | 99.8% | 82% | 98% | 99.9%
Omin = 0% || 56% | 86% 96% || 52% | 88% 99%

D, Density
Omin = 0% [ 64% | 92% | 98% [ 59% | 92% | 99.2%
D3 Density
Omin = 0% [ 63% | 92% | 100% [ 68% | 97% | 100%

D* lon Source Rate
Omin = 7% || 74% | 99.6% | 100% || 83% | 99.3% | 100%
Omin = 5% || 57% | 94% | 100% | 63% | 98% | 99.8%
omin = 0% || 38% | 73% | 93% | 38% | 66% | 85%
Electron Energy Source Rate
Omin = 7% || 92% | 99% | 99.1% | 93% | 99% | 99.3%
Omin = 5% || 79% | 98% | 99.1% | 86% | 98% | 99.1%
Omin = 0% || 38% | 72% | 91% | 45% | 78% | 94%
D* lon Energy Source Rate
Omax = 70% || 69% | 94% | 99% | 68% | 96% | 99.7%
Omax = D0% || 69% | 94% | 99.1% || 65% | 97% | 100%
Omax = 20% || 68% | 94% | 100% | 61% | 98% | 100%
D™ lon Parallel Momentum Source Rate
Omax = 710% || 72% | 88% |99.2% || 75% | 92% | 99.4%
Omax = 90% || 74% | 97% | 100% | 76% | 97% | 99%
Omax = 20% || 58% | 89% | 100% | 0% 0% 0%
The two molecular densities fare the best, given nearly Maxwellian percent-
ages without allowing for any systematic error. The atom density, electron energy
source (which is given by the atom density times a functioff ofapart from a
small contribution due to molecules), and ion source rate are all roughly consis-
tent with a5% systematic error. Again, the ion energy and momentum sources are
too noisy to permit an estimate of the systematic error. However, these numbers
indicate that the two codes do agree within the estimated statistical errors.
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4.7 Performance Benchmark and Optimization

Although efficiency was kept in mind during all stages of the design process, no
effort was made to optimize the performance of DEGAS 2 along the way. In this
section, we describe the benchmark of the code’s performance against EIRENE.
Speed bottlenecks were discovered through profiling. Improvements eliminating
those bottlenecks.were implemented. Some involved significant code revisions;
others were effected by simple changes to source or input files. The end result
was that the run time for DEGAS 2 was roughly equal to that of EIRENE within
the variations normally experienced in a time-sharing environment.

The implemented code revisions were motivated by profiling the code to de-
termine which subroutines were the most time-consuming. At one point, assign-
ments and comparisons of string variables were using significant fractions of the
run time. The strings responsible were being used to describe auxiliary data as-
sociated with the atomic physics reactions. The code was modified to compile a
list of all of these strings at the beginning of the run and to use an integer pointer
into that list for the run-time comparisons and assignments. Because these code
changes were pervasive, their impact on the run time could not be documented as
carefully as the other improvements noted below. Roughly, however, they resulted
in a reduction of about 10 seconds per 1000 flights.

4.7.1 Starting Point

The starting assumptions were the same as those associated with the code as run
for the initial EIRENE benchmark (specifically, the DEGAS 2 version with the
CVStagVl 8a). The “EIRENE physics” set was used to minimize differences
due to the number of collisions and to permit direct comparisons of the variances.

For each code configuration, runs were performed at 1000, 2000, and 4000
flights. The time for the 1000 flight case was subtracted from the other two and
the results used to estimate the incremental time required to track 1000 flights.
The idea is that production runs would be substantially longer than these (with
relative standard deviations on the order1&f) so that the overhead associated
with input and output would be negligible. In a few cases, production length runs
(e.g., 80,000 flights) were done; for those, the run time was just taken to be the
time consumed divided by 80.

These runs were performed on a Sun UltraSPARC 2 running SunOS 5.5.1
and V. 4.2 of f77 with-O4 optimization. Again, because this computer is a time-
sharing system, these run times are only approximate. The estimated error is about
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10%. The baseline run time for DEGAS 2 was: 136 seconds per 1000 flights.

4.7.2 Charge Exchange Rejection

The charge exchange cross section depends on the relative ion-neutral veloc-
ity. However, collisions are decided upon using a cross section averaged over
a Maxwellian distribution. In the baseline, the ion collision partners were chosen
S0 as to be consistent with the actual cross section using a rejection technique,
sampling several ions before finding one which is satisfactory. The version of
EIRENE used in this benchmark does not do this (neither did the original DE-
GAS).

For the first change, charge exchange rejection was turned off. A cursory
examination of the results showed no significant impact on the neutral density.
However, a stronger effect may have occurred elsewhere (e.g., energy transferred
to background species). Run time after disabling charge exchange rejection: 119
seconds per 1000 flights.

4.7.3 Reduce Number of Scores

One impressive feature of EIRENE is how thoroughly its default operation has
been pared down to the minimum necessary for coupling to the fluid plasma codes.
In particular, no data on the variances are kept. DEGAS 2 was written with the
philosophy that the mean value for a score is meaningless without a corresponding
variance, and the two data values are kept together. For this comparison, a short
list of variances was requested in the EIRENE input file. These will be needed
later.

As presently distributed, DEGAS 2 by default sets up about 14 scores or tal-
lies. This list was reduced to 7 at this step (later, 3 more will be eliminated leaving
the neutral density and the 3 scores representing the particle, momentum, and en-
ergy transfer to the background species). Run time after cutting the number of
scores to 7: 95 seconds per 1000 flights.

4.7.4 Compression of Scores

The first offender in the profiling exercise was the routine responsible for compil-
ing the scores accumulated during a single flight into the global total. As originally
written, both the total and incremental scoring arrays were full-sized (roughly the
number of zones times the number of scores times the number of background

122



species). However, each flight visits only a small fraction of the problem space,
and this routine was spending a significant amount of time aduiong).

These scoring arrays were modified to contain only the non-zero scores, with
an array of pointers mapping their contents back to the corresponding locations in
the full-sized arrays (which were still used for the final output stage). Run time
after implementation of compressed scoring: 49 seconds per 1000 flights.

4.7.5 Other Changes with Minimal Effects

Further reducing the number of scores from 7 to 4 had little impact on the run,
probably because of the use of compression at this point.

DEGAS 2 (and EIRENE) employ a 10 term quadratic representation of all
surfaces in the geometry. In some problems, such as this one, only the linear
terms are needed. The inclusion of the quadratic terms was made a compile-time
option so that they could be turned off for fully linear geometries. Earlier tests of
the impact of this change showed a reduction of about 4 seconds per 1000 flights.
However, in this more systematic series of trials, the improvement could not be
guantified with certainty.

4.7.6 Variance-Altering Changes

Thus far, all of the changes made led to the same final results as the run with
“EIRENE physics”. Most of the subsequent changes, while reducing the run time,
also result in increases in the variance of the results. In a given Monte Carlo
calculation, the variance is inversely proportional to the number of flights and,
hence, to the run time. So, the performance Figure of Merit (FOM) is the variance
times the run time. An attempt will be made below to quantify this FOM, but
we can also compare qualitatively the variance over the most relevant portion of
the problem space (near the target plate) via the relative standard devigtion
Figure[4.1pb shows 4 for the deuterium density in the baseline case.

Below we will useo,. for the source rate of Ddue to ionization of neutrals.
Although not computed for this baseline run, thigqs should be comparable to
that shown in Fig[4.15 except for the first one or two zones adjacent to the plate
in which the contributions from Pare significant.
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Figure 4.15: Relative standard deviation of the atomic deuterium density in the
baseline run of the performance benchmark.
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4.7.7 Removal of Suppressed lonization

The simplest (“analog”) Monte Carlo simulation kills off neutrals at their first
ionizing collision. However, this makes finding the solution more than one mean
free path from the source difficult. The predominant non-analog improvement is
to assign a weight to each neutral flight (e.g., initially 1) and reduce that weight
at each step to reflect the amount of ionization which should have occurred along
the way. As a result, smaller variances are obtained in low probability regions of
the problem. Because each flight will thus be tracked for more steps, a run using
suppressed ionization will take longer. Whether or not that time is well spent
depends on the problem at hand.

These EIRENE runs do not use suppressed ionization. For the purposes of
comparison, we turned it off in DEGAS 2 as well. The run time without sup-
pressed ionization dropped to 15 seconds per 1000 flights. Higuie 4.16 shows the
resultingo «q.

4.7.8 Collision Estimator

Some of the scores in DEGAS 2, e.g., the neutral density and theoDrce rate,

are computed via the track-length estimator. The other scores are compiled using
data only at collisions (though most of these can also be done by track-length).
Since the collision routines get executed regardless of whether or not the resulting
data are used in the scores, we felt that it would be interesting to switch all of the
estimators to collision (except density) and eliminate the overhead associated with
generating the track-length scores. Of course, doing this increases the variance as
is shown in Fig[4.17. The run with using the collision estimator (again without
suppressed absorption) needed 10 seconds per 1000 flights.

4.7.9 Russian Roulette for Molecules

Two of the seven reactions involving,and Df in DEGAS 2 result in two D
atoms. DEGAS 2 normally tracks both of these. EIRENE, however, like the orig-
inal DEGAS, chooses one of the two to follow and “kills” off the other. This is

a simple example of a general nonanalog Monte Carlo technique known as “Rus-
sian roulette”. Whether the use (or non-use) of this technique improves the vari-
ance again depends on the problem. For the purposes of this benchmark, Russian
roulette was added to DEGAS 2’s molecular dissociation routine. Those scores
switched to collision estimator in the previous section were reverted to the track-
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Figure 4.16: Relative standard deviation of the ibn sourcewithoutsuppressed
ionization.
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D+ Source Relative Standard Deviation - Collision Estimator
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Figure 4.17: Relative standard deviation of thé [Dn source using a collision
estimator anavithoutsuppressed ionization.
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length estimator for this configuration. Figure 4.18 shows the corresponding
This run used only 8 seconds per 1000 flights.

4.7.10 Figures of Merit

We now have four different configurations with which to evaluate this figure of
merit, variance times run time. Presently, there is no single “answer” in these
simulations which we can use to compute the FOM. Somewhat arbitrarily, we
have selected a region of the problem spanning the width (radius) of this geometry
and encompassing most of the integratedddurce (the selection was made by
eyeballing the plot83% of the integrated source was included). Theg for each
configuration was divided by that of the baseline and integrated over this region.
We then defined the FOM as the product of the 1000 flight run times (quoted
above) and the square (to get the variance) of this ratio.

Configuration Seconds / 1000 flights 0,44 ratio | FOM
Baseline 49 1.0 49
No Suppressed lonization 15 1.9 54
Collision Estimator 10 4.3 185
D, Russian Roulette 8 2.3 41

Clearly, using the collision estimator is not a good idea. The effectiveness of
suppressed ionization could go either way. However, doing Russian roulette on
the molecular products (this run was done without ionization suppression) looks
to be the overall winner. Probably not by accident, this configuration is the closest
to the default mode of operation for EIRENE.

4.7.11 EIRENE Performance

Of course, the whole point of this portion of the benchmark is to compare the
performance of DEGAS 2 against that of EIRENE. Apart from the addition of the
variance output to EIRENE, no other modifications have been made to its default
mode of operation. However, the compiler optimization was changed from the
-O3 value specified with the IPP-Garching version to #9& which appears to
work well for DEGAS 2 with the Sun FORTRAN 77 compiler. Over several runs
of length 1000 to 10000 flights, the incremental time for 1000 flights is 12 sec-
onds. The relative standard deviations computed by EIRENE were consistent with
those of the corresponding DEGAS 2 configuration (Russian roulette), although a
direct comparison was not made here (see 4.5.6).
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D+ Source Relative Standard Deviation - Russian Roulette
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Figure 4.18: Relative standard deviation of the @n source using Russian
roulette for molecules.
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Within normal variations, the two codes are thus running at the same speed.
The particular DEGAS 2 configuration should be chosen according to the needs
of the problem at hand. Keep in mind that the original objective of DEGAS 2 was
to be faster than DEGAS; the hope was that the code would yield performance
comparable to that of EIRENE while retaining flexibility. That objective has been
met. DEGAS 2 is also able to take full advantage of the substantial benefits of
parallel processing.

Note, however, that EIRENE’s computation of variances is less than optimal.
Disabling them in the input file and turning off unneeded tallies reduces the incre-
mental run time to 3 seconds per 1000 flights. At this point, EIRENE is substan-
tially faster than DEGAS 2 since turning off its variance computation (which has
been optimized) will not have a significant impact. The performance comparison
between the two codes will be revisited as part of a later benchmark utilizing a
more realistic divertor geometry.

The advantages of dynamic memory allocation of all run-time arrays, another
design feature of DEGAS 2, have also been demonstrated during this benchmark.
The run-time sizes were: DEGAS 2 - 7 MB, EIRENE - 142 MB. By reducing
the dimensioning parameters in EIRENE to values more appropriate for this input
file, the size of the code was reduced from 142 MB to 55 MB.
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Chapter 5

Future Work

5.1

To Do List

The following are known problems and / or are items which need to be done:

Sampling from a drifting Maxwellian is fudged or not done at all (sampling
recycling ion, recombining ion, charge exchange).

H / H2 fraction for gas puffing is not implemented; needed for wall desorp-
tion, too.

Need real sheath physics routine.

Add fits to reactions, as done for PMI.

Use FWEB to break up reaction-specific routines into separate files.
Generalize detectors to treat finite solid angle?

Might be able to replace evalata and pceval data with a single routine.

Generalize setup of detector views to permit chords not lying in poloidal
plane.

Need to add other Flpha emitting molecular reactions (will follow EIRENE
here, unlike DEGAS, and explicitly track these reactions rather than fudging
the emission rates of the dominant reactions).
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In readgeometry, set up detector views using chords from DEGAS input
file.

Note: in readgeometry, improved treatment of double-null, vacuum, UEDGE
option, but didn’t do likewise for 'vacuum case: it will probably not work.

Manual and other documentation needs to be updated.

Add a dump of trajectories? Charles says that we might even be able to plot
these in real time using some MPI-based utilities.

Define default PMI packages which are invoked based on all material and
test pairs. Ideally, the user should be presented with the list compiled at
problemsetup time and edit it prior to actually running problemsetup.

Extend sector definition to use two surfaces and a zone. If needed, this could
be an ordered pair with the second member optional (or duplicated). Do this
only if it cleans up some of the ugly sector related code in readgeometry and
sector scoring routines.

Adapt DG to write DEGAS 2 geometry netCDF file.

Begin development of hybrid kinetic-fluid neutral transport code.
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Chapter 6

Troubleshooting

6.1 Help!

If you're really in need of help, try contacting
Charles Karney
Princeton Plasma Physics Laboratory, MS 28
P. O. Box 451
Princeton NJ 08543-0451
(609) 243-2607
E-mail: karney@pppl.gov
or
Daren Stotler
Princeton Plasma Physics Laboratory, MS 27
P. O. Box 451
Princeton NJ 08543-0451
(609) 243-2063
E-maii: dstotier@pppi.qgov
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