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Center for the Study of 
Plasma Microturbulence

• Scientific Goal:  
To develop a predictive understanding of plasma 
transport through an interplay between numerical 
simulations, experiment, and analytic theory
(see http://www.scidacreview.org/0801/pdf/fusion.pdf)

• The CPSM supports this goal by supplying and exercising plasma 
microturbulence codes (GYRO, GS2, and GEM):

– Optimized for high-performance computing
(have demonstrated linear scaling to over 30k processors)

– complementary algorithms for cross-checks: continuum (Eulerian) or PIC 
(Lagrangian), spectral / high-order upwind, …

– High-fidelity 
(electromagnetic, multiple species, collisions, realistic geometry, …)

– Convenient interactive data analysis (GKV, VUGYRO)
– Support for 3rd party users

(CPSM codes are widely used within the magnetic fusion community)
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SciDAC Review, Spring 2008
www.scidacreview.org
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CSPM Budget

Scientific
Annual Budget Staff Post Docs

Institution FY08-FY10 (~FTE) (FTE)
LLNL 0.4 1†
PPPL 0.33
GA 0.4
U of MD 0.45
MIT 2/3*
U of CO 0.33

TOTAL ~$800k
*MIT will support 1 Post Doc for final 2 yrs of project
†LLNL will support 1 post doc on internal 
 funds for closely related work
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Code Fidelity:
the key to successful code validation

• Gyrokinetic code predictions 
change as physics is added
[Ross, 2002; Candy, 2003b; Waltz, 2005]

• Successful code validation 
requires “high-fidelity” to the 
underlying physics, including

– realistic magnetic geometry
– multiple kinetic species
– collisions
– electromagnetic perturbations
[Candy, 2003b; Ernst, 2004; Estrada, 2006; Waltz, 2006a; Waltz, 2006b]

• Code validation also requires code 
support for 3rd party users to provide:

– Expertise in experimental analysis
– Unbiased comparisons
– Additional man (and woman) power

CPSM Code Capabilities
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5-D continuum codes show 
excellent scaling to over 104 processors

GS2 & GYRO have also 
demonstrated strong scaling 
(fixed problem size) over a factor 
of 1000 processors. 
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Recent accomplishments: 
Electron-Scale Turbulence

• Successful benchmark of ETG 
Turbulence simulations using 

– PIC (GEM and PG3EQ) and 
– Continuum (GYRO, GS2, GENE) codes

• Reproduced both 
– heat transport (top frame)
– fluctuation structure (bottom frame)

• Demonstrated kinetic ions prevent 
dramatic increases in ETG transport at 
large magnetic shear

• This work published as
Nevins et al, Phys. Plasmas 13, 122306 (2006)
Nevins et al, Phys. Plasmas 14, 084501 (2007)
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Largest GYRO simulations used to study
interaction of ITG & ETG Turbulence

• 1280 ρe x 1280 ρe x 10 parallel pts/half-orbit x 8 energies x 16 v||/v x 2 species
• electrons + kinetic ions, mi/me = 202 - 302

• 5 days on DOE/ORNL Cray X1E w/ 720 Multi-Streaming Processors (X1E: 1024 MSPs, 18 TF)

Candy, Waltz, et al. SciDAC 2007, J. Physics Conf. Ser.

ETG w/ kinetic ions R/LTi=0 ETG+ITG  R/LTi=6.9

http://fusion.gat.com/theory/Gyromovies



• Long standing “high-β” problem in GK PIC codes, 
first observed by Cummings (’94).  

• Y. Chen & S. Parker (JCP 03) fixed by careful 
treatment of two large terms (arising from canonical 
momentum transformation) that nearly cancel

• (Similar problem fixed earlier in continuum codes)

GK PIC breakthrough: working algorithm for 
magnetic fluctuations

Benchmark 3 independent
PIC & continuum codes

theory

(slab)
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Code Verification:
Electromagnetic Plasma Microturbulence

• ITER (and fusion reactors) 
expected to operate near ideal 
MHD β-limit

• Electromagnetic GK-codes 
sometimes experience 
difficulties at β ≈ βMHD/2

• CSPM has initiated code 
benchmarking effort
– Including GYRO, GS2, GEM 

and GENE (an IPP Garching
EM GK Code)

– Results to be reported at 2008 
APS/DPP Meeting Electron thermal conductivity from 

“magnetic flutter” vs. β (ideal limit is β=1.6%)
showing agreement between GYRO and GENE
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Nonlinear GS2 simulations, with synthetic 
diagnostic, reproduce wavelength spectrum from 
phase contrast imaging in Alcator C-Mod ITB 
[Ernst-IAEA06].

Code Validation Example:
Trapped Electron Mode turbulence on C-Mod

Synthetic phase contrast imaging diagnostic
in GS2 [Ernst, IAEA06].

Direct observation of TEM turbulence:

other experimental tests and synthetic 
diagnostic work:  DIII-D, NSTX, JET
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Modeling ITER & Present Experiments
• new: TGYRO, a steady state gyrokinetic 

transport code (Fahey/Candy, yesterday)
• also GS2 profile-prediction mode, APS07
• Two ways to use GK turbulence codes:

– chi-prediction mode:
Given temperature profiles, predict 
turbulent fluxes and chi’s
(“analysis mode”, like TRANSP)

– profile-prediction mode:
– Given heating profiles, predict 

temperature profiles
(“predictive mode”, like TSC/ASTRA)

⇒ Use for validation tests comparing with 
experiments

⇒ Eventually, predict ITER performance
• Initial TGYRO results at 2008 TTF
• Preliminary ITER results to be at APS08

(fig: Holland, TTF08 http://fusion.gat.com/theory/Gyropubs)
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Efficient 3-D plus time data analysis
(current state-of-the-art within OFES is 2-D plus time)

• Fundamental technical issue is the memory available on desktop 
workstations (or to individual processors)

– 2-D plus time data set: 
(4 bytes/word)(~104 grid points)(~104 time-slices) ~ 400 Mbytes

– 3-D plus time data set: 
(4 bytes/word)(~106 grid points)(~104 time-slices) ~ 40 Gbytes

• Best solution: 
– Break dataset into manageable subsets with 

several correlation lengths/times in each dimension:
• Data subset:
(4 bytes/word)(~105 grid points)(~100 time slices) ≥ 40 Mbytes

– Data subsets can be processed in parallel
⇒ This reduces required memory per processor

40 GB/processor → 40 MB/processor
⇒ Enables efficient data processing on massively parallel computers
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We expect two Strategic Application 
Partnerships to be funded in FY08

• Comparative visualization and 
analysis in support of model 

validation and code verification
⇒ realization-independent 

characterization of turbulence

• Topological analysis of 
magnetic fieldlines
⇒ magnetic reconnection and the 

integrity of magnetic surfaces

Scientific Data Management
to accelerate fusion scientific discovery

(SDM Center)

Visualization and Analysis
in support of Fusion Science

(VACETS: Visualization and Analytics Center for 
Enabling Technologies)

• Parallel and scalable 
algorithms for analysis of 4D 
data sets

• Explore the use of ‘dashboards’
and  ‘workflows’ for
– Automated data analysis
– Automated data archiving
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Project Milestones
• Near Term (2008 DPS/APP and IAEA meetings):

– Initial TGYRO simulations of projected ITER discharges
– Initial EM plasma microturbulence studies 
– TEM mode turbulence studies

• Medium term (FY09)
– 3D plus time data analysis (in collaboration with SDM)
– Magnetic surface diagnostic (in collaboration with VACETS)
– Code validation studies (DIII-D, NSTX, C-MOD)

• Long term (FY10)
– Projection of the steady state performance of ITER burning plasmas



PSACI PAC June 6, 2008 16

BACKUP  SLIDES



Full-physics GYRO simulation of 
Negative Central Shear DIII-D case

• DIII-D Shot 12717 w/ negative central shear, 
qmin = 1.925 (later time than cases in paper),  
q=2 @ r/a=0.2 & 0.54,  ρ*/a=0.003

• experimental grad(T) used, but reduced ExB
shearing rate by 20% to get finite turbulence

• 500 radii x 32 complex toroidal modes (96 binormal grid points)  x 10 parallel 
points along half-orbits x 8 energies x 16 v||/v, 12 hours on ORNL Cray X1E 
with 256 MSPs

Waltz, Austin, Burrell, Candy, PoP 2006

Movie of density fluctuations from GYRO simulation 
http://fusion.gat.com/THEORY/images/0/0f/N32o6d0.8.mpg
from http://fusion.gat.com/theory/Gyromovies
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(Holland, TTF08 http://fusion.gat.com/theory/Gyropubs)
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(Holland, TTF08 http://fusion.gat.com/theory/Gyropubs)
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(Holland, TTF08 http://fusion.gat.com/theory/Gyropubs)


