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This proposal calls for the establishment of a multi-disciplinary Center for Gyrokinetic Particle Simulation of Turbulent
Transport in Burning Plasmas to facilitate collaborative code development and physics applications for:  1) the investigation of
plasma confinement properties in parameter regimes relevant to magnetic fusion experiments such as the International
Tokamak Experimental Reactor (ITER); and 2) to lay the groundwork for an integrated fusion simulation project in the future.

Significant progress in gyrokinetic particle simulation of turbulent transport has been made since the SciDAC Plasma
Microturbulence Project (PMP) was launched nearly three years. For example, effective utilization of the full power of the
fastest unclassified supercomputers has enabled first-principles kinetic simulation of the electrostatic ion temperature gradient
(ITG) drift turbulence in a reactor-scale plasma using the global gyrokinetic toroidal code (GTC), and the development of
advanced algorithms has made possible the implementation of the electron dynamics in the PMP codes. Nonetheless, many
fundamental issues in turbulent transport remain unresolved and the extrapolation of plasma confinement properties of existing
experiments to the parameter regimes for burning plasmas is not fully justified. At present, none of the existing gyrokinetic
(particle-in-cell or continuum) turbulence simulation codes in the fusion programs around the world can, as yet, address
adequately and efficiently the scientific challenges critical to the success of a burning plasma experiment.

The proposed project will further develop the state-of-the-art capabilities based on particle-in-cell simulation techniques; i.e., a
global code (GTC) complemented by an electromagnetic flux-tube code (GEM). The GTC code has been optimized to achieve
high efficiency on a single computing node and nearly perfect scalability on both massively parallel computers (MPP) such as
the IBM SP at the National Energy Research Supercomputing Center (NERSC) and parallel vector computers such as the Earth
Simulator Computer (ESC) in Japan. Because of its excellent performance and scalability, GTC has been selected as the fusion
code in the NERSC benchmark suite for assessing performance on advanced computational platforms, including the ESC and
the CRAY X1 at ORNL.  At present, it is the only US fusion code that has actually been used for benchmarking on the Earth
Simulator Computer. The scientific challenges the Center faces are far beyond the usual domain of “plasma microturbulence.”
Our research would bring together coupled physics processes, which occur on disparate spatial and temporal scales
(microturbulence vs. MHD, local vs. global) and in distinctly different regions (core vs. edge) in a fusion reactor.  This work-
scope addresses a crucial step toward an integrated fusion simulation project in the future.

In order to accelerate progress in a timely and cost-effective way, the basic approach advocated in the original charter for
DOE’s SciDAC Program is an excellent fit for the present project.  Specifically, a multi-disciplinary collaboration involving
advanced simulations, analytic theories, experimental comparisons, applied mathematics, and computer sciences is necessary to
tackle the extraordinary complexity of plasma turbulence. The Co-PIs of this proposal have all been actively engaged in
productive collaborations with both theorists and experimentalists for formulating physics models, interpreting simulation
results, and guiding experimental measurements. The simulation code validation will proceed at three levels: 1) code-code
benchmarking; 2) rigorous simulation-analytic theory cross-checks; and 3) simulation-experimental comparisons with
predictive capabilities. The comparisons between the existing global particle codes such as GTC, GT3D (Japan) and LORB5
(Switzerland) have been an ongoing and productive process.

Motivated by the fact that the computational grand challenge of simulating plasma turbulence inevitably pushes the limits for
both the computing hardware and software, the SciDAC Co-PIs of this proposal have actively engaged the applied math and
computer sciences community. In fact, the only two fusion-relevant papers accepted by the Supercomputing 2003 Conference
and published in the associated proceedings both came from the GTC research area. The capability of the massively parallel
turbulence simulation codes and the ability to extract physics from large datasets will be greatly enhanced by effectively
leveraging the expertise and resources from leading applied mathematicians and computer scientists.  Accordingly, our Co-PIs
in the Scientific Application Partnership Program (SAPP) are leading experts in applied mathematics, visualization, and data
management, with one of them (Professor David Keyes of Columbia Unviersity) being the PI of the SciDAC ISIC for Terascale
Optimal PDE Simulations (TOPS).  Their participation will undoubtedly keep this project at the forefront of fusion research.

Cover Figure: A twisted mesh structure is used in the GTC simulation.
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1. Introduction
This proposal calls for establishing a multi-disciplinary Center for Gyrokinetic Particle Simulation of Turbulent
Transport in Burning Plasmas (GPS Center) under the auspice of the Scientific Discovery through Advanced
Computing (SciDAC). The GPS Center will facilitate collaborative code development and physics applications for
studying plasma confinement properties in parameter regimes relevant to magnetic fusion reactors such as ITER, and
will lay the groundwork for an integrated fusion simulation project in the future. The proposed project involves close
interactions between computational physicists and theorists, modelers, and experimentalists in formulating physics
models, validating simulation codes, interpreting simulation results, and guiding experimental measurements. The
capability of the massively parallel turbulence simulation codes and the ability to extract physics from large datasets
will be greatly enhanced by effectively leveraging the expertise and resources of leading applied mathematicians and
computational scientists, who will participate in the proposed research through the Scientific Application Partnership
Program funded by the Office of Advanced Scientific Computing Research.

Background and significance of research-- Turbulent transport is arguably the most important scientific challenges
in burning plasma experiments since the balance between turbulent transport and the self-heating by the fusion
products (a-particles) determines the performance of a fusion reactor like ITER. The quest for understanding plasma
turbulence amounts to a grand challenge in fusion research. The high plasma temperature often hinders detailed
measurements of fluctuation characteristics in experiments. The highly nonlinear and chaotic dynamics render an
analytic treatment intractable in most situations. Terascale parallel computing now makes possible high-resolution
simulations of the kinetic equations that model the plasma turbulence. Direct numerical simulation has therefore
emerged as an important tool to study plasma turbulence and transport. In particular, gyrokinetic particle simulation
[Lee, 1983; Lee, 1987] is most suitable for simulating the low frequency drift-wave turbulence that is responsible for
anomalous transport in tokamaks [Tang, 1979; Horton, 1999]. The high frequency plasma oscillations and rapid
gyromotion are removed in the gyrokinetic simulations to increase temporal and spatial grid sizes, while kinetic
effects such as wave-particle resonances and finite Larmor radius effects are treated rigorously for the nearly
collisionless high temperature plasmas. The perturbative df schemes [Parker and Lee, 1993; Dimits and Lee, 1993]
for microturbulence and neoclassical transport [Lin et al., 1997], based on the concept of a multi-spatial-scale
expansion, have provided means for steady state simulations and noise reduction.

Progress in understanding turbulent transport has been greatly accelerated in the last decades through gyrokinetic
particle simulations supplemented by analytic theories and experimental measurements. The saturation of the ion
temperature gradient (ITG) modes via nonlinear mode coupling was first demonstrated [Lee and Tang, 1988] in a
simulation using simple slab geometry. Subsequent ITG simulations in tokamak geometry [Parker et al., 1993]
revealed the relevance of the radially elongated linear toroidal eigenmodes and the nonlinear fluctuation spectra
similar to those from the BES measurements in TFTR [Fonck et al., 1993]. The paradigm of ITG turbulence self-
regulation by spontaneously-generated E x B zonal flows was established in massively parallel simulations using the
gyrokinetic toroidal code (GTC) [Lin et al., 1998]. GTC simulations also discovered [Lin et al., 1999] a significant
dependence of the ion thermal transport level on the ion-ion collision frequency, even in regimes where the collisional
effects on linear ITG mode growth rates is negligible, and a bursting behavior of fluctuations with a period close to
the collisional damping time of flows, consistent with experimental observations [Mazzucato et al, 1996].

Since the launch of the previous SciDAC Plasma Microturbulence Project (PMP), significant progress in both physics
applications and code development of gyrokinetic particle simulations has been made. Effective utilization of the full
power of the fastest unclassified supercomputer enabled, within a few months after its installation, first-principles
kinetic simulation of electrostatic ITG turbulence in a reactor-scale plasma [Lin et al., 2002]. This study critically
examined the scaling of anomalous transport with respect to device size, which provides the extrapolation of
confinement properties from existing devices to future larger reactors. The local transport coefficient from the GTC
simulations exhibits a gradual transition, from Bohm scaling for device sizes corresponding to present-day tokamak
experiments, to gyro-Bohm scaling for larger fusion reactors [Lin et al., 2002], an important result confirmed later by
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other PMP codes [Nevins, 2004]. These results show that an extrapolation based on empirical scaling or a heuristic
mixing length rule is unreliable. The key to reconciling the deviation from gyro-Bohm transport scaling with
microscopic fluctuations has recently been identified [Lin and Hahm, 2004] as the turbulence spreading from the
linearly active (unstable) zone to the linearly inactive (stable) zone in the presence of radial variation of the pressure
gradient.

Significant progress in algorithm development has also been made during the PMP. The small electron mass presents
a numerical difficulty in simultaneously treating the dynamics of ions and electrons in simulations of electromagnetic
microturbulence and Alfvenic instabilities in high pressure plasmas. To reduce the particle noise and to increase the
time step, a “split-weight” scheme [Manuilskiy and Lee, 2000; Lee et al., 2001; Lewandowski, 2003] was developed
by separating the adiabatic and non-adiabatic electron response, and subsequently, a fluid-kinetic hybrid electron
model [Parker et al. 2000; Lin and Chen, 2001; Chen and Parker 2001a] was proposed based on an expansion of the
electron response using the electron-ion mass ratio as a small parameter. These advanced algorithms have enabled the
implementation of the electron dynamics in several PMP codes including GEM and GTC [Chen and Parker, 2001b;
Chen and Parker, 2003; Lin et al., 2004]. Regarding parallel computing issues, the GTC code has been optimized to
achieve high efficiency on a single computing node and nearly perfect scalability on both massively parallel
computers (MPP) such as the IBM SP and parallel vector computers such as the Earth Simulator Computer [Ethier et
al, 2004], two complementary architectures for the next generation of high performance computers. Because of its
good performance and scalability, the GTC code has been selected by the National Energy Research Supercomputing
Center (NERSC) as one of a few codes for benchmarking for the purchase of the current and the next parallel
computers, and is the only US fusion code that has been benchmarked on the Earth Simulator Computer in Japan.

Despite the aforementioned significant progress, many fundamental issues in turbulent transport remain to be
resolved, and the extrapolation of plasma confinement properties of existing experiments to the parameter regimes of
burning plasmas is not fully justified. In fact, to "advance understanding of turbulent transport to the level where the
theoretical predictions are viewed as more reliable than empirical scaling in the best understood systems" has recently
be identified by the Fusion Energy Sciences Advisory Committee (FESAC) as one of the most important 5-year
objectives in fusion research. Most of the previous efforts in transport studies have been focused on ITG turbulence.
However, the generation and damping mechanisms of zonal flows/fields is modified in the electromagnetic turbulence
of finite-b plasmas, where turbulence simulations show much broader frequency spectra of zonal flows [Parker et al.
2004]. Electron transport and toroidal angular momentum transport are not well understood. The dynamics of internal
transport barriers (ITBs), characterized by steep pressure gradients, are governed by the evolution of plasma profiles
and fluctuations on the spatial and temporal meso-scales. The extrapolation to the reactor regime of the empirical
scaling for the ITB power threshold requires improved understanding of the dependence on plasma characteristics
such as device size, magnetic shear, low-order rational q (safety factor) surfaces, and Shafranov shift [Connor et al.,
2004]. The plasma confinement properties of a fusion reactor will be further altered by the dominance of the a-
particle heating and the transition of a-particle driven magnetohydrodynamic (MHD) modes from a few coherent
modes in existing devices to fully developed MHD turbulence involving many interacting modes in larger devices.

A key hindrance to the progress is that none of the existing gyrokinetic (particle-in-cell or continuum) turbulence
simulation codes in the world fusion program can as yet address adequately and efficiently these scientific challenges
critical to the success of a burning plasma experiment. The GPS Center will launch a concerted effort:

1. to develop an advanced, comprehensive gyrokinetic particle simulation code with predictive capability;
2. to improve the physics understanding of the turbulent transport in burning plasmas.

While a focused approach, such as the gyrokinetic particle simulation method, is desirable in order to accelerate
progress given the constraints of available resources, our undertaking to tackle the extraordinary complexity of
plasma turbulence is necessarily a multi-disciplinary collaboration involving analytic theory, advanced simulations,
experimental comparisons, applied mathematics, and computational sciences.
Simulation approach-- The proposed research will concentrate on gyrokinetic particle-in-cell (PIC) simulation.
Recently, the relative merits between PIC and continuum simulation has become a highly debated issue. The
attractive features of PIC codes are their efficiency in Monte-Carlo sampling of multi-dimensional phase space, and
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their simplicity in treating nonlinearities of the Vlasov equation using the method of characteristics. On the other
hand, discrete particle noise, which has been studied extensively [Dimits et al., 2000; Hatzky et al., 2002; Idomura et
al., 2003], needs to be carefully managed to the level that the underlying physics is not contaminated. Successful
linear and nonlinear benchmarks between PIC and continuum codes have been made [Nevins et al., 2004]. Continuum
codes are much slower than particles codes in getting the same answer in ITG turbulence simulations. For global
continuum models to be computationally feasible, only a rather coarse phase space grid, e.g., less than 100 velocity
grid points per spatial grid point can be accommodated [Candy and Waltz, 2003]. However, even for the simplest
electrostatic ITG turbulence, well above threshold, a very large number, ~1000, velocity grid points per spatial grid
point, is required [Jenko et al., 2002; Sugama, 2003; Dorland, 2004] to resolve the collisionless dynamics. For
comparison, less than 10 particles per spatial grid point are needed for convergence in PIC simulations [Dimits et al.,
2000]. More importantly, some problems are inherently more “kinetic” in nature than others and require a very fine
resolution in velocity space. The problem of plasma turbulence is not yet well-understood enough to dismiss such
kinetic physics [Parker et al., 1994].

Our research will build on our existing state-of-the-art capabilities, i.e., a global gyrokinetic toroidal code (GTC) [Lin
et al., 1998 ] developed at PPPL/UCI, complemented by a flux-tube code GEM [Chen and Parker, 2001] developed
at the University of Colorado. The numerical efficiency of the GTC code is drastically improved by the construction
of a global field-aligned mesh using natural magnetic coordinates, which provide the highest computational efficiency
without simplifying any physics model or the simulation geometry [Lin and Hahm, 2004]. Using a finite difference
representation in real space, the number of computations in GTC has a quadratic dependence on the device size. This
reduces the computational requirements by more than two orders of magnitude for reactor scale simulations. On the
contrary, a toroidal spectral representation leads to a cubic dependence of the number of computations on the device
size, and only a few modes can be treated in nonlinear simulations [Candy and Waltz, 2003]. The GEM code at the
University of Colorado is a general geometry, electromagnetic flux-tube code. It has electron dynamics and finite-b
effects, and has also been used successfully for studying new numerical algorithms and new physics including
electron thermal transport and trapped electron effects on zonal flows.

The GTC and GEM codes are complementary. The local simulation can be utilized for scoping studies and very high
phase-space resolution, while the global approach is required to address meso-scale structures, transport barriers,
transport time scale phenomena with profile evolutions and MHD turbulence driven by the a-particles. The two
simulation models will share the advanced computational tools developed by the GPS Center, e.g., fluctuation
statistical analysis, visualization, data management, parallelization, and optimization. To facilitate collaborations
within and between the two approaches, object-oriented programming (OOP) [Decyk and Norton, 2003] and uniform
interfaces will be extensively applied for an eventual integration of the two codes. One of the key deliverables of this
proposal is a comprehensive, advanced simulation code that will form the kernel of a future integrated fusion
simulation with predictive capability.

Fusion science collaborations— Close interactions with fusion analytic theorists are important in interpreting
simulation results and in extending physics models to new parameter regimes, e.g., to ITBs where the pressure
gradient scale length is comparable to the ion poloidal gyroradius. The GPS Center will support two leading analytic
theorists at UCI and PPPL, to promote collaborations between simulation and analytic theory. Collaborations with
transport modelers and experimentalists will facilitate comparisons between simulations and measurements, and guide
the direction of code development and experimental diagnostics. The Co-PIs of this proposal have been engaged in
productive collaborations with both theorists and experimentalists. For example, the GTC simulations of turbulence
self-regulation by zonal flows have inspired intense theoretical study of the generation of zonal flows through the
modulational instability [Diamond et al., 2001; Chen et al., 2001; Guzdar et al, 2001], and flow damping
mechanisms [Hinton and Rosenbluth, 1999]. Experimental searches for the signatures of zonal flows are continuing
based on the trends observed in simulations [Hahm et al., 2000], and the results of initial measurements [e.g., Tynan
et al., 2002; Mckee et al., 2003] are encouraging. The GTC simulations of turbulence spreading have stimulated the
development of independent dynamical theories based on radial diffusion resulting from nonlinear mode coupling
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[Hahm et al., 2004] and on radial propagation of dispersive waves nonlinearly enhanced by the drift wave-zonal flow
interaction [Chen et al., 2004; Zonca et al., 2004].

The simulation code validation will proceed at three levels: code-code benchmarks as the initial step, then rigorous
simulation-analytic theory cross-checks, and finally simulation-experimental comparisons with predictive capability.
The global code comparisons between GTC and the GT3D code developed in Japan [Idomura et al, 2003] have been
successfully carried out in the linear regime [Rewoldt et al, 2003]. Another global code, LORB5 [Bottino et al.,
2004], developed in Switzerland will also join in three-way benchmarking. It is important to note that all these
comparisons require detailed fluctuation diagnostics and statistical analysis. Claiming code validity from the
agreement of plasma profiles without physics understanding [Candy and Waltz, 2003] is at best superficial due to the
stiffness of transport coefficients above marginality. In fact, it has been shown that the performance of many transport
models, including both the “first-principles” GLF23 code and the heuristic Bohm/gyro-Bohm model, are statistically
indistinguishable when benchmarked against the ITER database [Dimits et al., 2000; Parail, 2002].

The scientific challenges that the GPS Center faces are far beyond the usual domain of “plasma microturbulence”. For
example, the physics of turbulence spreading could have important implications for the core-edge coupling and
pedestal physics [Diamond et al, 2003]. The formation and evolution of transport barriers are accompanied by
evolution of plasma profiles and fluctuations, which occur on meso-scales in both space and time. MHD modes could
be driven locally by the steep pressure gradient around the ITB [Connor and Hastie, 2004]. Fully developed MHD
turbulence could be driven by a-particles in a large fusion reactor [Heidbrink, 2001]. All these effects blur the
traditional, sometimes artificial, separations between core and edge studies, between turbulence and confinement time
scales, and between microscopic turbulence and macroscopic equilibrium and stability. The GPS Center will engage
in close interactions with other SciDAC topical areas such as macroscopic stability and equilibrium. Our research
progress in bringing together these coupled processes, which occur on disparate spatial and temporal scales and at
different locations, will be a crucial step toward an integrated fusion simulation project in the future.

Applied math and computational sciences— The computational grand challenge of simulating plasma turbulence
inevitably pushes the limit of both the computing hardware and software. The rigorous treatment of the toroidal
geometry in the GTC code requires an accurate and efficient elliptic solver for a large sparse matrix. A typical
electromagnetic simulation of reactor-scale plasmas needs to invert millions of times an extremely large matrix of size
107 by 107, a challenging task for the state-of-the-art parallel library PETSc [Ref. PETSc], currently implemented in
the GTC code, even accelerated using an algebraic multigrid (AMG) solver hypre [Ref. hypre] as a pre-conditioner.
The global gyrokinetic particle simulations can, in principle, provide all the detailed information in the 6D dataset (5D
phase space + time). Hidden inside these large datasets (from tera- to peta- bytes) are physical quantities of interest,
e.g., the probability density function (PDF) of the turbulence flux event size, which is a telltale of the meso-scale,
intermittency, and avalanche phenomena, if they exist, in the plasma turbulence. To extract relevant physics from the
plasma turbulence simulation, we need to deploy advanced data management methodology and advanced
visualization and data analysis tools such as volume rendering and feature tracking. None of the existing capabilities
in fusion research is up to the task of handling these large datasets and extracting relevant physics.

The co-PIs of this proposal actively engage with the applied math and computational sciences community. In fact, the
two fusion papers accepted by the Supercomputing 2003 conference are both GTC related [Ethier et al, 2003; Klasky
et al, 2003]. The GPS Center will serve as a clearing house for importing tools and talent to fusion research from the
applied math and computer science communities. The four Co-PIs of the Scientific Application Partnership Program
are leading experts in applied mathematics, visualization, and data management, with one of them being the PI of the
SciDAC ISIC for Terascale Optimal PDE Simulations (TOPS). The requested annual funding of $320K from the
Office of Advanced Scientific Computing Research brings significant resources to the fusion energy science program
and provides positive visibility of fusion research in the broader scientific community.
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2. Scientific Challenges
Turbulent transport is arguably the most important scientific challenge in determining the performance of future
burning plasma experiments. To date, reactor design studies [Wakatani, et al., 1999] primarily have relied on
extrapolations of turbulent transport properties from present-day tokamak experiments to larger devices. These
estimates are based in large part on empirical scalings for the global energy confinement time. These empirical
scalings are not always compatible with the transformation properties of the fundamental plasma equations [Connor
and Taylor, 1979]. Recently, there has been significant progress in large scale turbulence simulations in
understanding transport scaling. In particular, the scaling with respect to device size has been critically examined [Z.
Lin et al., 2002] using first-principles, gyrokinetic particle simulations for electrostatic toroidal ion temperature
gradient (ITG) turbulence, which is a leading candidate to account for anomalous ion thermal transport in the tokamak
core region. However, improved understanding of turbulent transport is needed for predicting the confinement
properties of a fusion reactor such as ITER. In particular, key scientific issues of plasma turbulence regarding
coherent structures, electron transport, transport barriers, and energetic particles remain to be addressed using large
scale kinetic simulations accompanied by analytic theory, comprehensive turbulence diagnostics, and comparisons to
experimental measurements. An important hindrance to the progress in these areas is that none of the existing
gyrokinetic (particle-in-cell or continuum) turbulence simulation codes in the world fusion program can address these
physics issues adequately and efficiently.

2.1 Coherent structures and meso-scale physics

Zonal flows/fields-- Coherent structures, such as zonal flows/fields and radially elongated streamers, can be
generated by plasma turbulence. These structures typically have scales larger than that of the ambient turbulence and
a life time longer than the turbulence autocorrelation time, and play dominant roles in regulating turbulence and
transport. The well known mechanism of coherent shearing of turbulence eddies via ExB shear flows [Biglari et al,
1990; Hahm and Burrell, 1995] has been extended to the statistical refraction of the k vectors of the ambient
turbulence by the fluctuating zonal flows (random shearing) [Diamond et al., 1998], and to rapidly varying zonal
flows [Hahm et al., 1999]. It is now well established that zonal flows reduce the turbulence radial correlation length,
intensity, and transport level. However, more systematic characterization of zonal flow properties from simulations, in
terms of key dimensionless parameters relevant to experiments, will need to be performed to guide future
experimental measurements.

Zonal flow saturation is less well understood, except for the case near ITG marginality where collisional flow
damping led to bursting behavior [Lin et al., 1999]. In collisionless plasmas, several saturation mechanisms have been
proposed, but systematic tests of theories using simulations still remain to be performed for most cases. The
conceptually simplest model is the Kelvin-Helmholz (KH) instability of zonal flows [Rogers et al., 2000]. However,
research on this topic has not advanced to creating a realistic model with relevant kinetic and toroidal effects. For
instance, since the relevant component of the zonal flows in toroidal geometry, the Rosenbluth-Hinton residue, is
strongly influenced by the long term (longer than an ion bounce time) dynamics of magnetically trapped particles, the
analysis of zonal flow instability must consider the kinetic effects of trapped particles in the excitation of KH modes
in the trapped ion mode regime, since the characteristic frequency of the relevant Kelvin-Helmholtz mode is smaller
than the ion bounce frequency [Chen and Zonca, 2004]. Another mechanism is based on the change in the k-spectrum
of the ambient turbulence which leads to stabilization of the zonal flow modulational instability [Malkov and
Diamond, 2001; Diamond et al, 2001]. Clearly, further studies using kinetic simulations supplemented by analytic
theory and comprehensive diagnostics are necessary for understanding of zonal flow saturation mechanisms.

Analysis of the turbulence/zonal flow interaction in electrostatic ITG turbulence is greatly simplified by the nonlinear
time scale separation between the ITG-zonal flow coupling and the ITG mode-mode coupling. Such scale separation
does not exist either in trapped electron mode (TEM) driven turbulence where the maximum linear growth rate peaks
at kqri ~1 (kq   is the poloidal wave number and ri is the ion gyroradius), or the electron temperature gradient (ETG)
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mode turbulence where the ion response is nearly adiabatic. Numerical simulations must first provide the nonlinear
physics of TEM/ETG turbulence to allow building a tractable analytic model. For example, initial gyrokinetic particle
simulations of TEM turbulence [Lin et al, 2004] found that zonal flows with short radial wavelengths can be
generated, and the trapped electron contribution to the zonal flow generation is found to be larger than the ion
contribution. The nonlinear dynamics of trapped electrons is constrained by the conservation of the second invariant,
which implies that the energy of the electrons is not conserved. The consequences of simultaneous diffusion of
electron banana orbits in both energy and real space, which have not been studied in analytical theories or flux-tube
simulations, remain to be further explored.

The generation and stability of zonal flows are also affected by the Maxwell stress originated from magnetic
nonlinearity in the electromagnetic turbulence of finite-b plasmas [Parker et al., 2004]. An analogous zonal field can
be generated and can affect turbulent transport through modification of the local magnetic shear or possibly by
coupling to the zonal flows. The progress on the understanding of zonal flows/zonal fields in finite-b plasmas has
been slow, primarily due to the fact that kinetic simulation codes have not yet provided adequate numerical resolution
or included all relevant physics. Nonetheless, this is a topic of great practical interest, since the experimental
observations from DIII-D and JET indicate that the b-scaling of transport is  robustly weak [Petty, 2004] until it

reaches the ideal MHD limit, unlike the trend expected from 
2/ ^kg  type mixing length estimates based on flux-tube

calculations of linear growth rates.

Meso-scale phenomena-- Turbulence and transport processes in magnetized plasmas involve spatial scales ranging
from the ion or electron gyroradius to the device size, and temporal scales ranging from the turbulence autocorrelation
time to the energy confinement time. Nonlocal effects such as turbulence spreading, and intermittent, large transport
events can become highly relevant over these disparate scales. The span of the spatial-temporal scales becomes even
bigger in a large fusion reactor such as ITER.

Turbulence propagation and spreading are ubiquitous in inhomogeneous turbulence due to nonlinear coupling and/or
nonlinearly induced wave dispersion. Turbulence spreading from the linearly active (unstable) zone to the linearly
inactive (stable) zone in the presence of radial variation of the pressure gradient has recently been identified as the key
to reconciling the deviation from gyro-Bohm transport scaling with microscopic fluctuations [Lin and Hahm, 2004;
Hahm et al., 2004]. In electrostatic toroidal ITG turbulence, although fluctuations are microscopic and the transport
coefficient is proportional to the local intensity of fluctuations, fluctuations spread from the linearly active region to
the linearly inactive region. This turbulence spreading reduces the fluctuation intensity in the unstable region,
especially for smaller device sizes, and thus introduces a nonlocal dependence in the fluctuation intensity. The device
size dependence of the fluctuation intensity, in turn, is responsible for the observed gradual transition from Bohm to
gyro-Bohm transport scaling in the presence of microscopic fluctuations [Lin et al., 2002]. The physics of turbulence
spreading could have important implications for the core-edge coupling. The plasmas near the edge pedestal are
typically characterized by steep pressure gradients which drive large amplitude electromagnetic fluctuations. The
fluctuations originated at the edge could propagate into the core region [Diamond et al, 2003]. Another unsettled
issue is the effects of sheared flows on the turbulence spreading.

The nonlocal effects can also appear in other forms. The paradigm of diffusive transport in ITG turbulence may not be
applicable to other parameter regimes where the shearing of zonal flows is not as strong and/or where radial streamers
are the dominant mechanisms. The existence of large transport events, where heat pulses (or fluid elements) can
propagate over a long radial range, in plasma turbulence is still an open issue. The probability density function (PDF)
of the flux event sizes is a telltale of the mesoscale, intermittency, and avalanche phenomena, if they exist, in the
plasma turbulence. The PDF analysis is intrinsically high dimensional and needs advanced data analysis and
visualization tools that are currently not available in the fusion community.
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2.2 Electron transport

The magnetic fusion community has much less understanding of electron thermal transport, particle transport, toroidal
angular momentum transport, and electromagnetic turbulence, compared to its understanding of ion thermal transport
in electrostatic turbulence. Although nonlinear simulations of electromagnetic turbulence with kinetic electrons
[Parker et al, 2004; Jenko et al, 2002; Candy, 2003] have been done in the last few years, the results appear to be
different in different regimes. While significant progress has been also made in global gyrokinetic particle simulations
of trapped electron mode (TEM) turbulence and electron temperature gradient (ETG) mode turbulence, much more
work is needed to understand the results and to integrate them into predictive models of electron transport.

Electron thermal transport-- ETG turbulence has recently been intensively studied as a candidate responsible for
the elusive electron thermal transport mechanism in tokamaks. In its simplest context of local electrostatic linear
theory, ETG fluctuations have a characteristic scale length of the order of several electron gyroradii, and hence would
produce negligible transport based on a mixing length estimate. The renewed interest in ETG turbulence comes from
numerical simulations using flux-tube geometry. These simulations find that radially elongated eddies can survive in
the nonlinear regime due to relatively weak zonal flow shearing compared to the ITG case. It has been claimed
[Dorland et al., 2000] that these radial streamers in ETG turbulence can drive a transport level about 50 times the
mixing length estimates. However, the radial scale length of the ETG streamers is comparable to the radial box size of
the flux-tube simulation, contradicting the fundamental assumption of the flux-tube simulation, which assumes that
the radial correlation length of the turbulent eddies is much shorter than the radial box size, allowing a radially
periodic boundary condition.

In the radially nonlocal simulations of electrostatic ETG turbulence using the global gyrokinetic toroidal code (GTC)
for the “Cyclone” parameters of a representative DIII-D H-mode plasma, the electron thermal conductivity is found to
be only three times that predicted by the mixing length rule, which is well below experimental values and is about an
order of magnitude smaller than that reported by flux-tube simulations [Dorland et al., 2000]. The GTC results are
closer to those from a global fluid simulation [Labit and Ottaviani, 2003] of ETG modes for a small tokamak, and
from a fluid simulation in slab geometry [Li and Kishimoto, 2002]. The transport scaling is gyro-Bohm for a >
2000 re, although the radial length of ETG streamers scales with the machine size. In the gyro-Bohm regime, the
fluctuation intensity is independent of the size of the radial streamers, contradicting the mixing length expectation.
These observations indicate that the existence of radially elongated streamers is not sufficient to cause a large
enhancement of transport.

Trapped electron mode (TEM) turbulence is another candidate for the electron thermal transport mechanism. There
have been flux-tube gyrokinetic particle simulations [Parker et al. 2004] reporting a significant level (of the order of
the experimental observations) of electron thermal transport caused by TEM turbulence, and  electron temperature
profiles from some experiments [Ryter et al, 2001] suggest that the TEM is unstable while the ETG mode is stable for
most minor radii. Despite this important progress, thorough analysis of turbulence simulations and more detailed
fluctuation measurements from the experimental side remain to be performed.

Particle transport-- It is well known that the density profiles observed in many operational scenarios in experiments
have not been successfully modeled by first principles turbulence simulations including the neoclassical Ware pinch.
In particular, further understanding of inward particle pinch is needed for successful prediction of density profiles in
ITER plasmas. It has been shown that a turbulence-driven inward pinch of trapped electrons can occur for low
collisionality and high values of he through the ion-mixing mode mechanism [Coppi and Spight, 1978] of ITG mode
dominated turbulence [Tang et al, 1986]. ETG modes can drive particle fluxes only from residual ion magnetization,
which typically remains negligible even if it could drive a relevant level of electron thermal transport. Therefore we
need mechanisms other than ITG or ETG modes for particle transport mechanisms. Furthermore, impurity transport is
an important issue with regard to the Helium ash removal in burning plasmas.
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Toroidal angular momentum transport-- Predicting the toroidal angular momentum transport is needed for
modeling the internal transport barrier (ITB) formation. In some ITBs, even though ion thermal transport is reduced
down to the neoclassical level, angular momentum transport remains anomalously high. Understanding spontaneous
spin up, e.g., in C-Mod plasmas with Ohmic heating [Rice, 2003], is potentially of great importance to ITER where
the usual NBI driven rotation would be much smaller than that observed in existing devices.

2.3 Transport barrier physics

A transport barrier (TB) in a fusion device is a self-organized state of the plasma in which turbulent transport is
greatly reduced in a thin radially localized region with resulting steep pressure gradients. Specific physical
mechanisms for transport barrier formation and evolution have been studied with some success [Hahm, 2002], but TB
formation conditions for future experiments are still characterized by the empirical results such as power thresholds or
specific q profiles. The extrapolation of the empirical scaling law to the reactor regime may not be reliable due to our
lack of understanding on its dependence on plasma characteristics, such as device size, magnetic shear, low-order
rational q surfaces, and Shafranov shift [Connor et al., 2004]. The relative importance of the pressure gradient and the
toroidal rotation in driving the radial electric field would be very different in burning plasmas, compared to existing
experiments with powerful heating by neutral beam injection (NBI). To enhance our understanding of ITB formation
to a level which is more reliable than the empirical scalings, it is absolutely necessary to have global kinetic
simulation capabilities with sufficient resolution in both configuration space and velocity space.

The leading candidates for the internal transport barrier formation are (1) turbulence decorrelation/suppression by the
radial shear of ExB flows [Biglari et al., 1990] with strong supporting experimental evidence from DIII-D, TFTR and
other tokamaks [Burrell, 1997; Synakowski et al, 1997], and (2) radial disconnection of turbulence due to rarefaction
of rational surfaces for low magnetic shear [Romanelli and Zonca, 1993], especially near the minimum safety factor
qmin surface, for specific low-order rational values of qmin, in reversed shear plasmas [Garbet et al., 2001], with
supporting experimental evidence from JET [Joffrin et al, 2002].

Regarding the ExB shear decorrelation mechanism, the well known criterion with reasonable success, of the ExB
shearing rate [Hahm and Burrell, 1995] exceeding the maximum linear growth rate of microinstabilities, is only an
approximation to a more realistic situation of nonlinearly saturated turbulence prior to the formation of ITB's. While
the ExB shear effect has been explicitly included in the linear stability code FULL [Rewoldt et al., 1997], nonlinear
simulations with a self-consistent treatment of both turbulence driven zonal flows and NBI or ICRH driven ExB flows
have not been performed. Flux tube simulations (such as those by the GS2 code), with the pressure gradient constant
in radius and radially periodic boundary conditions, cannot treat the (pressure gradient driven) diamagnetic flow shear
contribution to the ExB flow shear in a manner consistent with the radial force balance relation. Furthermore, for an
accurate treatment of zonal flow damping, sufficient velocity space resolution is needed to resolve the friction
between trapped particles and passing particles.

Low order rational surfaces could play a favorable role in generating turbulence-driven flows, by interaction with
MHD modes such as NTM's, or due to a lack of cancellation between the Maxwell's stress and the Reynolds' stress
near rational surfaces. A sufficient number of modes is needed to describe turbulent transport in the region of
rarefaction of turbulence [Garbet et al., 2003]. Indeed, the JAERI theory group in Japan first reported the
disconnection of turbulence near the qmin surface based on their simulations with a relatively low number of modes
[Kishimoto et al., 1998]. However, it was shown later that significant transport can tunnel through the qmin surface, by
either including a large number of modes [Sydora et al., 1999], or by including non-resonant modes [Idomura et al,
2002].

Different transport channels behave differently in forming ITBs. Electron thermal transport barriers are mostly formed
by localized electron heating. While it is premature to conclude whether TEM or ETG modes (or other possibilities
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such as kinetic MHD modes) is the leading electron thermal transport mechanism, there is evidence from JET that an
electron thermal barrier is formed with the reduction in TEM-like low-k fluctuations, as measured by x-mode
reflectometry [Conway et al., 2001]. The recently proposed mechanism of TEM turbulence decorrelation by the radial
shear in the trapped electron precession frequency [Hahm, 2002] has been observed from linear gyrokinetic particle
simulations [Bottino et al, 2004].

Sustainment of ITBs is also a theoretically challenging issue with great practical importance. In burning plasmas,
there is a possibility of a-particle heating, and ITB formation could form a positive feedback loop to develop a
runaway-like situation. Furthermore, performance in some ERS plasmas in major tokamaks such as TFTR
[Manickam, 1996] and JT60U were indeed limited by MHD modes driven locally by the steep pressure gradient.

The formation and evolution of transport barriers are accompanied by the evolution of plasma profiles and
fluctuations on spatial scales ranging from the ion gyroradius to the device size, and on temporal scales ranging from
the turbulence auto-correlation time to the energy confinement time. Most of the turbulence simulation codes based
on a perturbative model can not efficiently address the slow-time evolution of the plasma pressure and flow, and
transient and intermittent phenomena. The steep pressure gradient in the region around the transport barrier calls for
special attention in constructing the simulation models. The standard gyrokinetic ordering needs to be modified since
the pressure scale length is comparable to the ion poloidal gyroradius. The equilibrium distribution function needs to
be self-consistently determined by collisional (neoclassical) effects given a constraint on plasma profiles, and in
general can only be calculated numerically.

2.4 Effects of energetic particles on turbulent transport

In burning plasmas, the heating by energetic a-particles provides the main energy source for thermal ions and
electrons. These a-particles can also drive unstable magnetohydrodynamic (MHD) modes, such as Toroidal Alfven
Eigenmodes (TAEs) [Cheng et al, 1985] and energetic particle modes (EPMs) [Chen, 1994]. Resonant interaction
with these Alfven modes can lead to the loss of confinement of the a-particles before the energy is deposited to the
thermal particles. Therefore, understanding the confinement of a-particles is needed for predicting the heating of the
thermal particles.

The most unstable a-particle driven modes have a perpendicular wavelength on the order of the Larmor radius of the
energetic particles, which determines the dominant toroidal mode number n. The total number of unstable modes with
appreciable growth rates scales approximately as n2.  Typically, only a few modes, i.e., 5-10, are excited in current
fusion experiments [Saigusa et al., 1998]. In this situation, the dominant mechanisms for mode saturation are wave-
particle trapping and redistribution of energetic particles [Briguglio et al, 2002]. However, in a larger reactor such as
ITER, the toroidal mode number of the most unstable mode increases roughly proportional to the machine size;
therefore, total number of modes excited with similar growth rates could exceed 100 [Heidbrink, 2001]. There, not
only could the nonlinear dynamics of energetic particles be qualitatively different, but also nonlinear mode-mode
coupling could become important and fully developed Alfven turbulence is expected. Enhanced thermal particles
transport could then be induced. Therefore, the traditional, and mostly artificial, separation between microturbulence
and macroscopic stability in burning plasmas is not appropriate.

Existing nonlinear MHD codes are not efficient in treating the high-n Alfven modes, and do not self-consistently treat
important kinetic effects for thermal ions and electrons, such as finite Larmor radius effects, linear and nonlinear
Landau damping, trapped particle effects, and coupling to kinetic shear Alfven waves, Alfvenic ion temperature
gradient modes, trapped electron modes, etc. On the other hand, many kinetic turbulence codes explicitly or implicitly
assume mode localization along the magnetic field line, i.e., mode ballooning, and therefore can not treat the low-n
hydrodynamic modes which are extended along the field line.
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3. Computational Approach

3.1 PIC vs. continuum

In recent years, questions about gyrokinetic particle simulation versus gyrokinetic continuum simulation have become
highly debated issues. Interestingly, this issue was investigated by many people over the years shortly after the
development of PIC simulation by, e.g., Denavit and Kruer, 1971. Their findings, along with many others, that the
Monte-Carlo sampling of velocity space in particle simulations is more efficient in multi-dimensions than direct
discretization using a phase space grid in a phase-space (continuum) simulation, has been a great influence in the
plasma community. Specifically, the velocity space resolution for a particle code increases with the number of spatial
grid points (via the particles), whereas the velocity space resolution for a continuum code remains the same whether
there is a single spatial grid point or a whole simulation volume. The numerical properties of a gyrokinetic plasma via
PIC simulation have been extensively studied [e.g., Lee, 1987; Krommes et al. 1985, Hu and Krommes, 1994, Lee et
al. 2000; Lee 2004]. On the other hand, the fusion community needs more numerical understanding of the continuum
codes such as GS2 [Dorland et al., 2000] and GYRO [Candy and Waltz 2003].  Let us elaborate.

Particle noise -- The numerical noise associated with particle simulation, which is intrinsically related to the
thermodynamic properties of a plasma, has been a well researched subject.  For example, after the invention of PIC
simulation using finite-size particles, it was found, through the use of the fluctuation-dissipation theorem, that the
numerical noise is greatly reduced for the short wavelength modes with klD <<1 [Langdon and Birdsall, 1970], while
that for the long wavelength modes is intact. This noise suppression also renders the simulation plasma collisionless,
and one needs Monte-Carlo schemes to account for the collisions as a subgrid phenomena [Shanny et al., 1967].
Therefore, as long as the physics is dominated by long wavelength modes, particle codes are useful. For a gyrokinetic
plasma, the numerical noise is further reduced by a factor of (lD/ri)

2 according to the fluctuation-dissipation theorem
[Lee, 1987].  For the df scheme [Parker and Lee, 1993], the particle noise is another factor of df/f0 smaller [Hu and
Krommes, 1994].  The use of split-weight schemes enables us to further eliminate the noise associated with the high
velocity particles in the tail distribution of the electrons [Manuilskiy and Lee, 2000; Lee et. al, 2001].

We may, therefore, conclude that noise is not a problem at all in gyrokinetic particle simulations. However, in
collisionless simulations, each particle remembers its history from t = 0. As such, the numerical noise could come
back in a long time simulation, if there are not enough particles to describe the evolution of the phase space. On the
other hand, collisions become important for such a long time simulation and are usually helpful in erasing this
problem of long time memory for the particles.

Conservation properties -- The conservation properties of a simulation plasma are some of the most important
properties for validation of the numerical schemes used.  For example, the number density, momentum and energy
conservation for a df simulation have been verified for the simple 1D drift waves instabilities [Parker and Lee, 1993].
However, the issue of energy conservation of an ITG simulation in three dimensions has proven to be non-trivial
[Hatzky et al., 2001]. First of all, most 3D ITG simulations using PIC or continuum codes usually keep only the ExB
nonlinearity and ignore the velocity nonlinearity, based on a traditional nonlinear gyrokinetic equation [Frieman and
Chen, 1982] which is most suitable for theoretical applications, unlike the nonlinear gyrokinetic equation with  the
velocity space nonlinearity which was derived for numerical simulation purposes [Lee, 1983]. While this traditional
simulation approach is justifiable in the linear phase, and the post nonlinear saturation phase of instabilities, and has
been very useful, there is a possibility that velocity space nonlinearity (while small in magnitude) can affect the long
term behavior of turbulence as the finer phase-space structures
(such as clumps [Dupree, 1972]) become more pronounced. Therefore, in the future, it is important to take advantage
of  the modern nonlinear gyrokinetic formulations [Dubin et al., 1983; Hahm et al, 1988; Hahm 1988; Brizard, 1989]
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which automatically conserve the sum of particle energy and fluctuation field energy, and conserve the phase space
volume, to avoid artificial dissipation.

It should be noted that, except for earlier work on electron drift waves in slab geometry [Jenko and Scott, 1998] which
used 100 grid points in velocity space to resolve the nonlinear Landau damping, most continuum simulations with
coarse resolution in phase space have not considered these conservation issues. On the particle-in-cell simulation side,
energy conservation in simulations can be improved by using a sufficient number of particles, with small steps for
time advance, in the simulation, and by using an optimal loading technique [Villard et al., 2003, Lewandowski, 2004].

The relation between the steady state turbulent flux and dissipation can be elucidated using the entropy production
relation [Lee and Tang, 1988], which states that the particle and energy flux resulting from microturbulence in the
steady state has to be balanced by the collisional and/or collisionless dissipation. While the collisional dissipation
through pitch-angle scattering or like-particle collisions can be calculated easily in particles codes such as GTC, it
requires a considerable number of grid points in velocity space for continuum codes [Federici et al, 1987; Sugama,
2003]. This is because one needs to take second order derivatives using finite differences in velocity space to account
for collisional effects.

 Hyperviscosity in continuum codes -- In a particle simulation, the convective term, fd—⋅v ,  in the gyrokinetic

equation is treated by following the particle trajectories. In the absence of perturbations, an initial value of df at the
initial particle phase space location is carried along the trajectory, unchanged at any later time. In turbulence driven
by near-marginal instabilities, the preservation of this initial kinetic information over a long time ~1/g where g is the
growth rate) is crucial for accurately resolving the linear physics and consequently the nonlinear saturation level. In
the continuum approach, finite difference schemes for the convective terms are used. For numerical stability, some
type of hyperviscosity term has to be added, especially in the case of electrons. Let's take an example of the finite-
difference schemes for the parallel convection term,

† 

v||∂df /∂x||, Eq. 30 from [Candy and Waltz, 2003]. The RHS is

the added numerical dissipation term, which is equivalent to 

† 

-(| v|| | /12Dx|| )df 4 /Dx||
4 . Assume N=32 grid points are

used in the connection length 2pqR, and k|| ~ 1/qR; for the Cyclone Base Case parameters this evaluates to a damping
rate of 10-5wci.

Velocity-space nonlinearities and collisions -- Both ion-ion collisions and electron-ion collisions have been
implemented in particle codes, as well as the parallel nonlinearity term, 

† 

E||∂df /∂v|| . Without a collision operator and
the parallel nonlinearity, velocity coordinates (e.g., kinetic energy and magnetic moment) simply parameterize the
gyrokinetic equation. Perhaps this is the most important reason why, contrary to conventional wisdom, the continuum
approach has been successfully applied to the 5-dimensional simulations of ion temperature gradient (ITG)
turbulence. Velocity space nonlinearity leads to saturation mechanisms such as particle trapping in a parallel electric
field, which is not the dominant mechanism for drift-wave instabilities in tokamaks, if the instabilities are well above
the instability threshold. The potential importance of parallel nonlinearity was studied in a continuum code for
reduced dimensionality (m=0), so that up to ~100 grid points could be used for v|| [Jenko and Scott, 1998]. It has not
been implemented in any production continuum codes. The pitch-angle scattering operator has been implemented in
continuum codes, with computational time substantially increased even with a modest number of grid points in the
pitch-angle variable (~20).

3.2 Gyrokinetic particle simulations

Particle simulation of plasmas has a long history. It began in 1962 when Dawson used 1000 particles in his sheet
model in a “high speed” computer for studying plasma oscillations [Dawson, 1962], just 11 years after Project
Matterhorn for magnetic fusion research began at Princeton. Great strides have been made since then. For example,
the invention of finite size particles for Particle-In-Cell (PIC) simulations [Dawson, 1968; Birdsall, 1968] and the use
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of Monte-Carlo procedures to account for the collisions as a subgrid phenomena [Shanny, 1967] have greatly
influenced the plasma community ever since. The introduction of gyrokinetic particle simulation [Lee, 1983; Lee,
1987], approximating the gyromotion of a particle as a moving charged ring with the associated polarization drift to
provide the needed quasineutrality, has made the simulation of fusion plasmas a reality. Furthermore, the
development of perturbative schemes [Parker and Lee, 1993; Dimits and Lee, 1993] for microturbulence and
neoclassical transport [Lin et al., 1997], based on the concept of multi-spatial-scale expansion, has provided the
means for steady state simulations and noise reduction.

Some of the attractive features of particle codes are their efficiency in multi-dimensional phase space using Monte-
Carlo sampling, and their simplicity in treating nonlinearities in both the configuration space and velocity space in the
Vlasov equation, by following sample particles in a computer based on the Lagrangian description. This property
becomes even more evident on modern-day massively parallel computer platforms (MPP). Specifically, without these
cumbersome nonlinear calculations, particle codes can keep inter-processor communications to a minimum
[Reynders, 1992].

In the 1990’s, gyrokinetic particle simulation for plasma turbulence has come to fruition. The first paper that
demonstrated the correlations between ion temperature gradient (ITG) modes in a gyrokinetic particle simulation
[Parker et al., 1993] and the BES measurements in TFTR [Fonck et al., 1993] came from a global three-dimensional
particle code in toroidal geometry running on the Connection Machine CM5. Subsequently, the effects of zonal flow
on ITG modes [Lin et al., 1998] and the role of collisional damping of zonal flows [Lin et al., 1999] have been
studied using the global Gyrokinetic Toroidal Code (GTC) on the more powerful Cray-T3E at NERSC. Recently,
simulations of reactor-size plasmas have also been carried out on the IBM SP at NERSC using up to 2000 processors
with a billion particles and millions of grid points [Lin et al., 2002]. The single processor efficiency is about 12%, and
scalability in terms of the number of processors is linear. Recently, the GTC code has also been ported to the Earth
Simulator Computer in Japan, and the initial testing has shown the code to be about 10 times faster with 18% single
processor efficiency. These results are very encouraging, and we believe that particle simulation codes can be used to
investigate more realistic tokamak physics with the present proposal.

Since the finger-like radially elongated eddies of the ITG turbulence were first observed in the global gyrokinetic
particle simulation we mentioned earlier [Parker et al., 1993], the physics achievements using gyrokinetic particle
simulation in recent years can be summarized briefly as follows. First of all, the workhorse of the effort is the three-
dimensional GTC code in magnetic coordinates [Lin et al., 1998]. Simulations using GTC have shown that the meso-
scale zonal flow, nonlinearly generated by the turbulence itself, can substantially reduce the saturation level of ITG
turbulence and the resulting ion heat transport [Lin et al., 1998], more than in the simulations including only the E x
B  nonlinearity without the zonal flows. With the introduction of collisions, the GTC code has also shown an
interesting bursting behavior in the turbulent steady state arising from the interplay between the turbulent fluctuations,
zonal flow and collisions [Lin et al., 1999; Lin et al., 2000] similar to the experimental observations in TFTR
[Mazzucato et al., 1996]. Recently, simulations of the scaling trend as a function of the tokamak minor radius over the
ion gyroradius, ri, has shown a transition from Bohm scaling ~1/B, to GyroBohm scaling ~1/B2 for reactor size
tokamaks [Lin et al, 2002]. A recent publication argues that this scaling trend comes from turbulence spreading [Lin
and Hahm, 2004], a nonlocal phenomenon that can only be studied by global codes. Another interesting area of
research related to the present effort is the df simulation of neoclassical transport [Lin et al, 1995b]. For example, this
helped us to explain the neoclassical transport in the core region in TFTR which was measured to be less than the
conventional neoclassical theory prediction [Lin et al., 1997]. In order to pursue this line of research in NSTX, a
companied neoclassical code, GTC-Neo, has been developed for shaped plasmas [Wang et al., 2004].

GTC-- Our studies utilize a well benchmarked, massively parallel, full torus gyrokinetic toroidal code GTC [Lin et
al., 1998]. GTC employs magnetic coordinates [Boozer 1981; White et al., 1984] and a nonspectral Poisson solver
[Lin and Lee, 1995] suitable for general geometry. The nonspectral Poisson solver allows realistic treatment of the
equilibrium profile variation such as steep pressure gradients. Toroidal geometry is treated rigorously, e.g., the radial
variations of safety factor, magnetic shear, and trapped particle fraction are retained in global simulations. Both linear
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and nonlinear wave-particle resonances, and finite Larmor radius effects are treated in gyrokinetic particle simulations
[Lee, 1983; Hahm, 1988; Brizard, 1989]. Magnetic coordinates provide the most general coordinate system for any
magnetic configuration possessing nested surfaces. The property of straight field lines in magnetic coordinates is
desirable for describing the microinstabilities with field-aligned mode structures and for efficiently integrating the
electron and ion orbits. The guiding center equations of motion [White, 1984] can be derived from a Hamiltonian
formulation which conserves phase space volume and is best for integrating particle orbits for a long period. The fact
that only scalar field quantities are needed to calculate the guiding center orbit in this framework is most suitable for
the general geometry equilibrium.

A challenge for full torus turbulence simulations is that the computational cost grows rapidly with the device size, i.e.,
the number of computations, Nc, has a cubic dependence on the device size,  Nc ~  (a/ri)

3,  where a is the tokamak
minor radius and ri is the ion gyroradius. The large device simulations reported in this paper only became feasible
with the implementation of an efficient global field-aligned mesh using magnetic coordinates to take advantage of the
quasi-2D structure of toroidal drift wave eigenmodes. The global field-aligned mesh, contrary to that employed in
flux-tube codes, provides the highest possible computational efficiency without any simplification in terms of physics
models or simulation geometry. As a result, the GTC code has the unique feature that the number of computations has
a quadratic dependence on the device size, i.e., Nc ~ (a/r i)

2. This reduces the computational requirements by two
orders of magnitude for reactor scale ITG simulations.

In addressing the transport scaling, it is important to have a simulation approach which can treat various meso-scale
phenomena [Kim, 2003; Hahm et al., 2004], including the turbulence spreading, self-consistently. It is worthwhile to
note that the fundamental assumption of flux-tube simulations [Dimits, 2000] is that these local results exist, and can
be reproduced in flux-tube simulations with radially periodic boundary conditions when the turbulence correlation
length is much shorter than the simulation box size. The ability of a global code to simulate turbulence in a large
device, where the gyro-Bohm transport scaling can be produced from first-principles calculations, can provide a
theoretical foundation for testing the fundamental assumption of flux-tube simulations, i.e., flux-tube simulation
results as proxies for the local results.

GEM-- Over the past few years the gyrokinetic particle code GEM has been developed at the University of Colorado
at Boulder [Chen and Parker, 2003]. The GEM code is based on flux-tube geometry, using field-line-following
coordinates [Dimits, 1993; Beer et al, 1995]. The split-weight scheme [Manuilskiy and Lee, 2000; Chen and Parker,
2001] is used for better numerical stability. The accuracy problem with b mi/me >> 1 [Cummings, 1994] is solved by
evaluating the current associated with f0(p||) (p||=v||+qA||/m is the parallel canonical momentum) using the marker
particles. Electron-ion collisional effects are included via a Monte-Carlo scheme [Shanny, 1967]. General equilibrium
geometry in the form of a Miller equilibrium [Miller et al., 1999] has recently been implemented. In fact, the
implementation makes use of numerical tables for equilibrium quantities such as the Jacobian, poloidal field strength,
etc., so that the numerical equilibrium can be read in.

Figure 1 shows linear and nonlinear simulation results from GEM, GS2 and GYRO. The nonlinear simulations are
carried out for the Cyclone Base Case, with mi/me=1800, Lx=Ly=64ri, and no collisions. An analytical equilibrium
with circular, unshifted flux surfaces is used. The GS2 and GYRO simulations are electrostatic, while GEM
simulations are for b=0.0004, which is physically unimportant, but allows for increased time steps. As can be seen,
GEM disagrees with the continuum codes for low values of R/LT, where the instability is weak. Estimates for the
maximum linear growth rates are not performed in the GYRO and GS2 simulations.
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Fig. 1  Linear and nonlinear comparison between particle code and continuum codes. Left: growth rate vs. b,
triangles from GEM, dashed line from GS2, solid line from GYRO. Right: ion heat diffusivity vs. temperature
gradient.

3.3 Kinetic electron and electromagnetic fluctuations

Split-weight scheme— The split-weight scheme for particle simulation [Manuilskiy and Lee, 2000] was developed to
reduce the noise caused by fast-moving electrons and to increase the time step by eliminating the electrostatic Alfven
waves, [Lee, 1987], i.e.,

F=F0+fF0+dh

The scheme requires us to solve an Ampere-like equation (unlike the gyrokinetic Poisson’s equation with the
dominant adiabatic response of the electrons), which is the main topic in Sec. 4.1 of this proposal. This scheme is now
being implemented in GTC, which requires the global solution of a Poisson-like equation for t∂∂ /f . Moreover, this

type of split-weight scheme is also very useful in finite-b simulations, where the fast-moving electrons give rise to
excessive numerical noise [Lee et al., 2001]. Here, additional equations associated with the time derivatives of the
vector potential A||, in addition to the gyrokinetic Ampere’s law, are needed.  These considerations will be
incorporated in the GTC code in the future for studying electromagnetic effects, especially, magnetic flutter due to
tearing-type instabilities. In the event that the perturbation is large, one can use  F=F0exp(ef/Te)+h, [Lewandowski,
2003A]. This unexpanded form for the split may also be beneficial for momentum and energy conservation when f is
large [Lewandowski, 2003b].

Fluid-kinetic hybrid model-- The small electron mass presents numerical difficulty for simultaneously treating the
dynamics of ions and electrons in simulations of electromagnetic microturbulence and Alfvenic instabilities in high
pressure plasmas. A fluid-kinetic hybrid electron model [Lin and Chen, 2001] that overcomes this difficulty has been
developed based on an expansion of the electron response using the electron-ion mass ratio as a small parameter.
Maximum numerical efficiency is achieved by overcoming the electron Courant condition and suppressing high
frequency modes. The model accurately recovers low frequency plasma dielectric responses and faithfully preserves
nonlinear kinetic effects.

Compressional magnetic fluctuation—The procedure of eliminating compressional Alfven waves in the gyrokinetic
formulation is quite different from the counterpart in MHD theory. Specifically, from the gyrokinetic formalism, the
polarization drift associated with the transverse electric field provides the ion inertia for these waves [Qin et al, 2000]
and, as such, they can be eliminated through the frequency ordering w2 << (kvA)2 [Lee and Qin, 2003]. In the MHD
theory, their suppression needs additional geometric simplification, e.g., the inverse aspect ratio expansion.
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Otherwise, one has to resort to implicit schemes to suppress these unwanted waves.  This unique gyrokinetic feature
greatly simplifies the way to follow the change of magnetic equilibrium for turbulence simulations on the transport
time scale, which will be discussed in Sec. 4.2.D.

3.4 Statistical analysis of turbulence and transport

In the gyrokinetic toroidal code (GTC) simulations of electrostatic toroidal ion temperature gradient (ITG) turbulence,
we found that fluctuations are microscopic, and that the transport process is diffusive and local, whereas the
fluctuation intensity is determined by nonlocal effects. Specifically, the spatial and temporal correlation functions, and
the radial and poloidal spectra of density fluctuations are independent of the device size. The probability density
functions (PDF) of fluctuations and heat fluxes decay exponentially. Test particle transport is diffusive, and the
transport coefficient is proportional to the local intensity of fluctuations.

The global gyrokinetic particle simulation can, in principle, provide all detailed information in a 6-dimentional dataset
(5D phase space + time). However, physical quantities of interest are buried inside these large datasets (from tera- to
petabytes). To extract interesting physics from the plasma turbulence simulation, we need to import the advanced data
analysis tools that have been developed by computational scientists in other fields, such as computational fluid
dynamics (CFD).

A prominent example is the probability density function (PDF) of the turbulence flux event size, which is a telltale of
the mesoscale, intermittency, and avalanche phenomena, if they exist, in the plasma turbulence. The PDF analysis is
intrinsically high dimensional, with a minimum of 3D (time + gradient direction + wave propagation direction), and
needs advanced data analysis and visualization tools, i.e., volume rendering and feature tracking. This is a good
example of importing tools and ideas to fusion research from the applied math and computer science communities.

4. Proposed Research

4.1 Collaborative code development

A. Elliptic Poisson Solver

The GTC code currently [Lin et al., 1998] uses an iterative Poisson solver based on the adiabatic electron response
[Lin and Lee 1995]. The solver employs local operations in configuration space to compute the polarization density
response and automatically takes into account the background profile effects contained in the gyrokinetic Poisson’s
equation. It is useful for global gyrokinetic simulations of toroidal plasmas, where the traditional spectral method is
not applicable. The scheme is also amenable to massively parallel platforms, where the solver uses roughly only 10%
of the total CPU time per time step. However, with the inclusion of the non-adiabatic electron response, the resulting
gyrokinetic Poisson's equation requires a new algorithm for fast convergence. This is due to the non-adiabatic
response of the electrons when using the split-weight schemes [Manuilskiy and Lee, 2000; Lewandowski, 2003] as
well as the hybrid scheme [Lin and Chen, 2001] for finite-b plasmas. The gyrokinetic Ampere's law using the finite-b
split-weight scheme [Lee et al., 2001] also requires this new solver.

In its simplest form, the gyrokinetic Poisson's equation for electrostatic perturbations can be given by
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where f is the electrostatic potential, s is the perturbed charge density, rs is the ion gyroradius defined with the
electron temperature, lD is the electron Debye length and the subscript ^  denotes the direction perpendicular to the
magnetic field. The general form of the gyrokinetic Poisson's equation is in an integral form [Lee, 1983; Dubin et al.,
1983; Lee, 1987; Lee and Lin, 1995] and  the partial magnetization of the ions can be approximated by the Pade
approximation [Hahm and Chen, 1985], similar to the form shown here. The vector potential A is given by Ampere's
law as

JA
c
p42 -=—^ ,

where the magnetic field is given by AB ¥—= , and J is the current from the particles. The approximation

^—ª— in Ampere's law can be employed, because ||kk >>^ for a large class of turbulence modes. However, for

global MHD modes, this approximation is no longer valid.

The GTC code has a unique computational grid, to keep the number of the particles per cell roughly constant. The
elliptic Poisson solver in GTC is inherently two dimensional, as we mentioned earlier. Taking an ITER-size  plasma
as an example, for a ~ 1000ri, we need to have at least approximately a million grid points per poloidal plane. This
requires a fast and efficient way of solving the resulting elliptic equation.

One approach to speeding up the elliptic type solver is to employ the Geometric Multi-Grid (GMG) method. GMG is
very useful in simple geometry, such as rectangular or cylindrical geometry. Extending the GMG method to general
toroidal geometry for the GTC grid has been under investigation. Since the GTC grid is not logically rectangular, a
linear mapping between coordinate systems (between field-line following coordinates and magnetic coordinates, and
vise-versa) is also required,

Another approach to speeding up the elliptic solve is to employ the Algebraic Multi-Grid (AMG) method, which is a
multilevel method where geometry information is not required (as compared to GMG). AMG is applicable for a
sparse matrix obtained, for example, from the Finite Element Method (FEM). FEM is suitable for dealing with
complicated geometries. These unstructured meshes are useful for computation in GTC for small aspect ratio plasmas.

For the finite element method, the form of the shape function is given by
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where a, b, and c are constants. As in the nominal FEM, we assemble the local matrices, and cast them into a linear
system bxA =⋅ . To solve this equation, we use the PETSc code from Argonne National Laboratoty. Preliminary
results can be found at http://gk.ps.uci.edu/yn/petsc. The computational timings for the GTC simulations for ITG runs
with the adiabatic approximation for the  electrons are as follows:

1. Particle pusher: ~10 secs/step using 1024 processors.
2. Poisson solver: ~1 secs/step using 1024 processors.

Here, the time for the field solver is approximately 10% of the total CPU time, and this is due to the use of the
Poisson solver, where the adiabatic electron response is dominant [Lin et al, 1998]. The convergence of this solver is
not satisfactory when the nonadiabatic electron dynamics is present. Therefore, a new FEM Poisson solver is needed.
A rough estimation of the timing with the new (but relatively slow) FEM Poisson solver is approximately 50
secs/step, i.e., is about 50 times slower than the adiabatic electron case. Our goal is to speed up the new solver by a
factor of 5, so that we spend equal time for the field solve and for particle pushing. We are expecting that the
Algebraic Multi-Grid Method (AMG) will further accelerate the computation, for example, by using HYPRE's AMG
solver from Lawrence Livermore National Laboratory as a pre-conditioner to A. This part of the work will be in
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conjunction with Prof. Keyes' group at Columbia University. In addition to the Finite Element Method, we are also
working on the Finite Difference Method in conjunction with PETSc.

An extensive effort has been devoted to the development of a FEM grid generator and the new Poisson solver. Using
the actual GTC grid, the PETSc-Poisson solver has reasonably scaled up to the order of one million grid points per
poloidal plane (see Fig. 2 for the GTC grid topology and the FEM application). At this stage, we are in the process of
benchmarking the simulation runs (employing the PETSc-Poisson solver) against nominal ITG runs (with the original
iterative Poisson Solver [Lin, 1995]). In the matrix equation, A . x  = b,  A corresponds to the differential operator and
only b is time dependent (which corresponds to the - 4ps of Poisson’s equation).  In practice, at the beginning of the
GTC simulation, the matrix A for 64 different poloidal planes is pre-generated, and Poisson’s equation is solved using
the message passing interface (MPI) with a 1D domain decomposition in the toroidal direction. Since the
preconditioning of the solution x can speed up the computation, we employ x (k-1) from the previous time step for the
initial guess of x (k), where k denotes the time step in the simulation.

Fig. 2  Adaptation of the FEM generator to the GTC grids. Here, very small numbers of grid points are taken
to emphasize the GTC grid topology. (a) A conceptual plot of the logically non-rectangular GTC grids. (b) The
GTC grids with an adaptation of triangular finite elements.  In reality, the order of one million grid points are
used. [Also see http://gk.ps.uci.edu/yn/petsc].

The generalization of the grid system to a shaped plasma is straightforward.

B. General geometry and equilibrium

The existing global gyrokinetic particle code GTC uses an advanced field-line-aligned mesh, a real space Poisson
solver and magnetic flux coordinates for the particle push. In order to address the plasma turbulence properties of
realistic tokamak experiments, a general geometry capability is being developed for GTC. It directly reads
experimental plasma profiles and uses the corresponding numerical equilibrium. GTC and GTC-Neo will use the
same equilibrium interface, allowing us to conveniently assess both the turbulent transport level and the irreducible
minimum neoclassical level, for comparison with experiments. We make use of symmetry coordinates, which
facilitate visualization and construction of a relatively regular mesh in real space for strongly shaped plasmas.
Gyrokinetic transformation of potential and charge density between particle and guiding center positions in general
geometry is carefully treated, taking into account finite Bq. For low aspect ratio, strongly shaped high-b toroidal
plasmas, we will implement more efficient algorithms by taking into account the strong non-uniformity in poloidal
angle, the large fraction of trapped electrons, the large ion gyroradius, etc.
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C. Parallel computing and optimization

Multi-dimensional domain decomposition-- The current parallel implementation in GTC consists of 1D coarse-
grain domain decomposition in the toroidal direction and an underlying fine-grain loop-level parallelism. The domain
decomposition uses the message passing interface (MPI) for communication between MPI processes, while OpenMP
directives are used to create multiple threads for loop parallelism inside SMP nodes. The threads communicate via the
memory, which is shared between all processors on the node. This scheme works well but has its limitations. The
number of threads used for loop parallelism is limited by the number of processors on the SMP node of the computer.
As for the number of processors dedicated to the 1-D domain decomposition, it has a natural limit set by the physics
under study. The field-line following coordinates employed in the GTC code take advantage of the anisotropic nature
of tokamak turbulence with ||kk >>^ , requiring only coarse resolution in the direction parallel to the magnetic field

compared to the perpendicular direction. Increasing the resolution in the parallel direction leaves the results
unchanged, which is a remarkable characteristic that makes the added complexity of the field-line following
coordinates worthwhile. Since we have reached the optimal limit for the number of processors in our method, new
levels of parallelism must be exploited to further decrease the run time of our ever larger simulations. We thus intend
to use domain decomposition in the poloidal planes, by first splitting the domains according to the radial coordinate
and then, when needed, to the poloidal angular coordinate. The radial domains will need to have different radial
extents in order to maintain load balancing, and this will be part of the implementation. The increase in the number of
domains and of overall processors will inevitably lead to an increase in communication. While MPI is still the
standard method to handle inter-process communication, new lower latency methods, such as co-array Fortran and
Global Arrays, will be investigated in order to reduce to impact of communication on the calculations.

on-node gather/scatter optimization for scalar and vector processors--The gather/scatter operation that
characterizes the particle-in-cell method has always been a challenge for all types of computers. The deposition on a
grid of charges from randomly distributed particles leads to low cache reuse on cache-based super-scalar architecture,
and memory bank conflicts on vector architecture. This limits the efficiency of the code in terms of the percentage of
peak processor performance, although the particle-grid method is still much faster than the alternative brute force
method, which consists of calculating the interaction between each pair of particles. There are ways, however, of
improving the cache efficiency of the gather/scatter operation by rearranging the data layout (see work by [Bowers,
2003]) and by coarsely sorting the particles according to their position. On vector computers, using work arrays,
sorting the particles, and also changing some the data layout, can remove bank conflicts and improve performance. As
we want GTC to remain flexible and have the best performance on all platforms, we plan on exploring all of these
methods of improving efficiency.

Since PIC codes such as GTC require a great deal of computing resources, it is important that they perform well. For
RISC architectures with cache memory hierarchies, it is important that memory references are close together (data
locality) in critical loops.  For a PIC code, this primarily refers to the indirect memory references in the interpolation
and inverse interpolation (gather/scatter operations).  Techniques for achieving this in a memory-conserving fashion
are described in [Decyk et al., 1996]. An important element of these techniques is to create data structures which are
stored in the same order in which they will be referenced, for example, with particle coordinates of an individual
particle or components of a field at a grid point stored together.  In addition, with these data structures in place,
periodic particle sorting provides addition performance gains.  Performance as high as 30-35% of peak processor
speed has been achieved. In addition to these techniques, optimizations which use extra memory can give additional
performance gains [Bowers et al., 2003].  By storing components redundantly, memory access to elements of 2D and
3D arrays can be made contiguous.  If two copies of the particle array can be stored, faster particle sorting can be
implemented.

Grid computing-- Grid technology is now well established in the scientific community. Its most widely utilized
component at the moment is Data Grids. They allow the sharing of data between multiple sites in a transparent and
efficient manner. Another aspect of Grid technology, grid computing, consists of splitting a computation into different
parts that are run at different locations in order to reduce the overall run time. We intend to use both aspects of Grid
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technology to relieve the main calculation of most of the data analysis. Output data produced by the calculation
running on a remote supercomputer will be transferred to our local site using high-bandwidth parallel multi-
streaming. At the local site, the data will be analyzed on the fly on a parallel cluster. Visualization will play a crucial
role in the analysis as well. By proceeding in this way, more sophisticated analyses and visualizations can be
performed without impacting the main calculation.

D. Object-oriented programming— In the previously funded SCIDAC proposal, the Summit Framework was
developed to support the integration of various legacy PIC codes used in the fusion community.  Using ideas from
Object-Oriented Programming (OOP) expressed in Fortran 90 [Decyk, 1997], a generic main code and 12 generic
functions common to all the legacy codes (such as particle advance and charge deposit) were defined and
implemented.  Both the GTC and the GEM codes were unified under this framework.  The two codes, however, do
not currently share any data structures. In this proposal we will continue the integration by evolving the 12 generic
functions into components which can be shared among the codes within the framework. This will involve sharing and
standardizing data structures, and possibly creating functions to translate between different representations. The end
result will be that we can share each other’s code pieces, adding substantial new capability, in a much more robust,
complex, and safe environment. One important feature we will continue to maintain: the changes will be done in an
incremental fashion so that scientists can continue to use the codes while they are evolving.

Another potential area of integration is the parallel communication routines. Currently, the various PIC codes all have
the own methods for communication. UCLA is developing the UPIC Framework [Decyk, 2003] to standardize the
components for a wide variety of PIC codes.  This Framework currently supports 1D and 2D domain decomposition
for distributed memory computers, and will soon have dynamic load balancing.  This is done by abstracting the
communications patterns observed in parallel PIC codes and making them available as separate components. In
addition, the Framework supports a library to make multi-threading simple as an alternative to OpenMP. The UPIC
Framework will be made available to this project.

4.2 Physics applications

A. Electromagnetic turbulence and electron transport

GEM-- The Ampere's equation in the GEM code is
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where the summation on the left hand side is a summation over electrons. A||(xj) is obtained by interpolation from A||'s
on nearby grid points. It is readily shown that the operator on the left hand side is positive definite and that the
equation is well posed for arbitrary electron locations in phase space. Assuming linear interpolation is used for S(|x -
xj|), the equation is three-dimensional, with neighboring parallel grids coupled through the summation term.
Presently, an iterative scheme is used [Chen and Parker, 2003]. With 32 particles per grid point, the cost of the
iterative solver is a small fraction of the overall cost. As one uses larger box sizes, more iterations are needed to
ensure convergence.

In a core transport barrier, turbulence is strongly reduced by the presence of sheared E x B flow, caused by a steep
radial electric field profile. This effect is not fully included in existing gyrokinetic simulation codes. For weak shear
flow, the radial flow profile can be approximated by a linear profile over the entire radial span of the flux-tube, and its
effect can be accounted for by a modification of the field-line-following coordinates [Dimits et al., 1996]. For shorter
scale lengths, LE ~ riq,, this technique is not applicable. Moreover, for strong flow with uE ~ vTi, the gyrokinetic
equilibrium can be expected to deviate from a local Maxwellian substantially, and usual df method should be
modified. A general formalism for gyrokinetics that accounts for strong, sheared equlibrium flow with poloidal
variation has been developed by [Hahm, 1996]. To date, this formalism has not been implemented.
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Electron-ion collision effects are already implemented in GEM. The effect of electron-ion collisions is mainly on the
linear growth rate. On the other hand, the effect of ion-ion collisions is mainly to damp the zonal flow through
neoclassical effects. This effect has been demonstrated to be important in determining the transport level in the weak
turbulence regime, where the dominant saturation mechanism is the zonal flow regulation and suppression of the
turbulence. We plan to implement this collisional effect in GEM. We note that collision operators involve velocity
space derivatives, while can be easily implemented in particle simulations using Monte-Carlo techniques, but pose a
major numerical challenge if finite-difference of the collision operators is employed, as is done in the continuum
approach.

Eventually we will extend the flux-tube simulation model in GEM to a model with global capability, to account for
effects such as the varying temperature and density profiles, realistic sources and sinks of particles and thermal
energy, turbulence spreading, etc. There is no conceptual difficulty in using the field-line-following coordinates for
global simulations. The field solver in the radial direction, which is spectral for a flux-tube code, needs to be modified
to use matrix inversion.

One-dimensional domain decomposition along the field line with domain cloning is currently used in GEM for
parallelization. Two-dimensional domain decomposition with the second domain in the radial direction will soon be
completed. This will make it possible to make use of ~1000 processors for large box-size simulations with favorable
scaling properties. However, much fine-tuning of the parallelization scheme, possibly machine-specific, can be done.

The so-called growing weight problem in df particle simulations is mainly due to particle diffusion in a collisionless
simulation, where particles remember their past history from t = 0. Since df simulation is based on the concept of
multi-spatial-scale expansion between the background and the perturbation, this expansion becomes invalid when a
particle moves a distance of the order of the density scale length and the weight approaches unity.  Collisions will
help particles to forget their past and the technique of using  thermostated df  [Krommes, 1999] is also interesting. We
intend to study this problem in the future.

GTC-- As one of the strategies, by employing a hybrid model [Lin and Chen, 2001], we can focus on the effects of
the odd-parity (twisting parity) modes on the radial transport. Electromagnetic fluctuations can enhance drift wave
induced turbulent transport even when the magnetic topology is preserved. In the presence of so-called magnetic
flutter effects (in high-b regimes, in particular), one expects the guiding center drifts associated with the magnetic
perturbations to be comparable with the electrostatic E x B drifts. Furthermore, trapped electrons having their own
adiabatic invariant can cause the temperature to vary along the magnetic field lines, and thus contribute to net radial
transport (rapidly bouncing trapped particles are insensitive to the low frequency magnetic perturbations).

At a critical b value, we expect to see an excitation of a new branch of electromagnetic modes, that are the Alfvenic
ion temperature gradient (AITG) modes [Zhao and Chen, 2002] (also called kinetic ballooning modes (KBM))
[Cheng, 1982; Rewoldt et al, 1987]. Here, the AITG mode is an analog of the Rayleigh-Taylor type instability
associated with the ion temperature gradient. As a first step, we plan to investigate the linear growth rate and the onset
of the AITG modes (the threshold b value). The electron-hybrid model has full capability in investigating the nature
of the AITG modes.

We will also investigate the finite-b physics with the split-weight scheme of [Lee et al., 2001], which can handle
magnetic flutter due to microtearing associated with AITG modes.

B. Transport barrier formation and evolution

Interaction between turbulence and neoclassical physics-- One of fundamental physics issues addressed in this
proposal is the interaction of neoclassical dynamics and turbulence dynamics. The neoclassical effects on turbulence
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simulations may come from 1) the large scale equilibrium radial electric field and 2) the neoclassical equilibrium
distribution function f0. In a toroidal plasma the equilibrium radial electric field is developed by the requirement of
ambipolarity of particle transport. It has been shown both experimentally and theoretically (numerically) that the large
scale equilibrium radial electric field with strong shear, like the small scale turbulence generated zonal flow, plays an
important role in determining the turbulence level and the associated transport through E x  B flow shear
decorrelation. In the meantime, it is interesting to study how the self-generated turbulent flow and the neoclassical
equilibrium flow interact with each other to set up the overall shear flow. The effects of the neoclassical f0 on
turbulence are not clear. So far, gyrokinetic simulations have assumed the background distribution function to be a
Maxwellian fM instead of the neoclassical f0. An obvious observation is that this breaks the energy conservation law of
the system. The consequences of using a realistic equilibrium distribution f0 on turbulence simulations should be
understood. Because f0 is unknown analytically, we need to include it by using a self-consistent simulation. On the
other hand, the presence of a turbulence field, in turn, may have significant impact on the neoclassical physics. It has
been argued that the turbulence may reduce the bootstrap current, a nonconductive current driven by the pressure
gradient in a toroidal plasma, which is believed to play an essential role for the steady state operation of tokamak
reactors. The turbulence effects on the bootstrap current, however, has never been definitely resolved. Another
interesting issue is how the neoclassical Ohm’s law is changed by the electromagnetic turbulence effects. Because, in
the presence of turbulence, neoclassical thermal transport is usually negligible, the turbulence effect on it is less
interesting.

We plan to conduct this study in two steps. First, the neoclassical effects on turbulence and the turbulence effects on
neoclassical phenomena will be studied separately without coupling, using the global gyrokinetic turbulence code
GTC and the global neoclassical code GTC-Neo. The GTC-Neo code is a particle-in-cell code developed to
systematically study neoclassical physics and equilibrium electric field dynamics in general toroidal geometry. The
equilibrium electric field calculated by GTC-Neo will be used as an input for GTC, to study the influence of the shear
flow on turbulence and the associated transport. On the other hand, the steady state electromagnetic turbulence field
calculated from a GTC simulation will be used as an input for GTC-Neo, to study its influence on the bootstrap
current and the neoclassical Ohm's law. As a second step, we will conduct a comprehensive simulation, including
both turbulence and neoclassical dynamics self-consistently. To develop a comprehensive GTC code with fully
consistent turbulence and neoclassical physics is not as simple as it appears, but a great challenge. It is noted that the
time scales for neoclassical dynamics and turbulence dynamics are different. To recover neoclassical effects, it is
needed to run a simulation for several or several tens of collision times (this is the time scale for a neoclassical steady
state), which is much longer than that for a turbulent steady state. Actually, on this time scale, turbulent transport may
cause a significant change in the plasma profiles, which, in turn, affects neoclassical dynamics. Obviously, there is
plenty of new physics to explore in this dynamic regime.

The important practical issue of understanding the physics of internal transport barriers (ITBs) is closely related to the
interaction between turbulence and neoclassical dynamics. The simulation capability to be developed with consistent
turbulence and neoclassical physics will provide great opportunities to explore ITB physics. We will extend our
global microturbulence simulation to the transport time scale for ITB dynamics by incorporating self-consistent
evolution of the equilibrium electric field, toroidal rotation and pressure profile.

Although there has been significant progress in understanding turbulence induced energy transport via computer
simulations in past years, the angular momentum transport in a toroidal plasma remains poorly understood. It seems
that the collisional angular momentum transport is too small to explain the experimental results with toroidal rotation.
An interesting issue which has not been seriously addressed by simulations is turbulence induced angular momentum
transport and the dynamics of plasma rotation. We intend to use the existing codes to study this aspect.

C. Effects of energetic particles

Both thermal and energetic ions will be treated using gyrokinetic methods, and electrons will be treated using a
hybrid fluid-kinetic model. Efficient global field-aligned coordinates will be implemented to take advantage of the
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quasi-2D mode structure. Collaboration with computational science and applied math are required to develop 5D
adaptive mesh refinement (AMR) for treating wave-particle resonances and developing efficient elliptic solvers in
complicated toroidal geometry. This kinetic code will be benchmarked with the M3D-K code.
Both thermal and energetic ions will be treated using the gyrokinetic method, and electrons will be treated using a
hybrid fluid-kinetic model [Lin and Chen, 2001] (which, in the lowest order of the fluid description, reduces to a
massless electron model). This kinetic code development will heavily leverage the rapid progress in both physics
models and numerical algorithms from the Plasma Microturbulence Project of the DOE SciDAC initiative, and from
active collaborations with the computational science and applied math communities. The center also intends to
accelerate the development and application of the existing hybrid M3D code with gyrokinetic ions for near-term
physics production and for cross-benchmarking with the new kinetic code. Another existing hybrid code HYM with
fully kinetic energetic ions will be utilize to study the excitation of the high frequency compressional Alfven mode
and ion cyclotron resonance and associated stochastic heating. Finally, two existing linear eigenvalue codes,
NOVA-KN and HINST, will be used together with the three nonlinear codes for coordinated benchmarking
between analytic theories, numerical simulations, and experimental measurements.

D. Transport Time Scale Simulation

In a recent paper [Lee and Qin, 2003], we have established the relation between gyrokinetic theory in the long
wavelength limit and MHD plasmas. The most salient feature of the study is that, unlike MHD theory, the elimination
of compressional Alfven waves in gyrokinetic theory does not require a geometrical ordering.  Specifically,
gyrokinetic compressional Alfven waves can be suppressed through a frequency ordering only. Therefore, within the
gyrokinetic theory, we do not need to deal with the issue of reduced MHD [Strauss, 1976] for the elimination of
compressional Alfven waves. Thus, the resulting gyrokinetic Ampere’s law,

  JA
c
p42 -=—^ ,

can be used directly to calculate the magnetic field, where J  is the particle current arising from charged rings [Lee and
Qin, 2003]. This procedure can be carried out every time step for J||. However, since ^A  usually evolves on a much
slower time scale, we do not have to calculate it as often. It would be a very expensive calculation otherwise.

For the GTC simulations of ITG turbulence, it has been shown that a transient steady state can be achieved in a
relatively short time, i.e., in a few eddy turnover times after the nonlinear saturation [Lin et al, 1998]. However, a
“true” turbulent steady state can only be achieved in the presence of collisionless or collisional dissipation [Lee and
Tang, 1988]. The former comes from the velocity space nonlinearity and the latter from the usual Monte-Carlo
collisions in a PIC code.  A recent simulation study of ITG turbulence has shown that a “true” turbulent steady state
can indeed be achieved through ion-ion collisions [Lin et al., 2000]. These are very encouraging simulation results,
since we can reach this stage of the development within a reasonable wall clock time on modern day massively
parallel computers.  However, in terms of the real time for the tokamak experiments, these simulations lasted only one
millisecond -- a long way from the needed confinement time of one second

Even if we can simulate such a long time period, the background plasma profile would undergo substantial change,
which is inconsistent with the implicit assumption of the multiple scale expansion for the df methods [Parker and Lee,
1993; Dimits and Lee, 1993]. Moreover, the magnetic field strength change associated with ^A  has also to be taken

into account, since we have decided not to calculate ^A  at every time step. To satisfy these conditions, let us first
start the simulation based on certain equilibrium conditions in terms of the plasma profiles and the magnetic
equilibrium. Once the steady state is achieved, we can stop the simulation and evolve the profiles (density, current and
pressure) using the flux surface averaged diffusion rate to obtain a new profile, say for the next 50 milliseconds.
Using the gyrokinetic Ampere’s law, we can then calculate the new magnetic equilibrium. We reload the simulation
particles accordingly and start the whole process again until we reach the time of interest.
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To carry out the procedures described here, we can modify the GTC code with finite-b capabilities for A|| to also
include the calculations for ^A  and the necessary steps to calculate the profile evolution, to turn GTC into a code for
transport time scale simulation, for the integrated fusion simulation in the future.

4.3 Visualization and data analysis

Visualization-- We intend to develop the capabilities for 3D volume rendering and animation, 3D (or higher) feature
tracking and event size particle visualization. Visualizing data from gyrokinetic particle simulations provides an
opportunity for gaining new insights into fusion energy science.  Being able to effectively utilize the full power of
modern supercomputers (e.g., the Seaborg IBM-SP at NERSC), fusion codes can simulate the movement of billions
of particles over thousands of time steps in complex geometry. Advanced visualization is necessary for extracting the
key physics information from these large amounts of data.  Understanding the behavior of turbulent plasma transport
is not only a grand challenge class of scientific problem, but also key to enabling a reliable assessment of the
requirements for an attractive fusion reactor in the future

Existing visualization systems do not provide adequate capability to support the analysis of advanced gyrokinetic
particle simulations of plasma turbulence, since systems such as ParaView, EnsightGold, and AVS/Express do not
support real time volume rendering of unstructured data. These simulations produce TB’s of data along an irregular
mesh (see the figure on the cover of the proposal). Scientists need to be able to freely vary the visualization
parameters and interactively browse the data.  Local or global details must be captured at the highest available
resolution.  Rendering the particle paths is needed in addition to displaying the field values in order to gain new
scientific insights from the data.

The twisted, unstructured mesh used by GTC presents some unique challenges for visualization calculations. The
advanced features of the latest commodity PC graphics hardware suggests a hardware-accelerated warping
approach to fast volume rendering of the data (see Figure 3).  For the data anticipated for larger GTC simulations, a
cluster of graphics-enhanced PCs will be used. We intend to incorporate the expressive volume rendering
techniques which we have recently developed [Lum et al, 2002, Lum et al, 2004] into the new rendering engine to
generate visualizations  with extremely high quality and clarity.

Fig. 3  Direct volume rendering of GTC data using commodity graphics hardware. (Ma)

Furthermore, we will investigate the problem of visualizing dense particle paths.  Our key approach is to develop a
flexible texture-based representation [Schussman et al, 2004] to allow the scientists to interactively display and
manipulate the path data in a variety of ways to show spatial relationships clearly between the paths with
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unambiguous global and local details. This texture-based representation can be conveniently integrated into the
texture-based volume rendering approach to offer simultaneous visualization of path and field data.

The proposed visualization research would yield much-needed and timely high-impact results because of our unique
technical approach. The resulting visualization tools will be made available to and thus greatly benefit the  plasma
physics research community.

Workflow— We will continue to construct our workflow environment for the GTC code [Klasky].  A recent DOE
workshop at SLAC on data management listed “automated workflow environment”  as one of the most important
factors to increase the scientific productivity of simulation application scientists. PPPL has a proven track record in
building a workflow environment for the GTC code, and recent advancements in collaborative file transfer
mechanisms [Beck] enable us to build a fault-tolerant method to transfer data from a supercomputer to a remote
cluster. This mechanism allows the sharing of data between multiple sites in a transparent and efficient manner.
Output data produced by the calculation running on a remote supercomputer will be streamed to our local site using
high-bandwidth parallel multi-streaming. At the local site, the data will be analyzed on the fly on a parallel cluster.
Visualization will play a crucial role in the analysis as well. By proceeding in this way, more sophisticated analyses
and visualizations can be performed without impacting the main calculation. An example of our workflow
environment is shown in Fig. 4.  Here we see one node from our supercomputer simulation. The I/O layer of the
calculation is threaded and buffered to allow for minimal impact on the GTC simulation. The data then streams down
to another cluster.  In case of a buffer overflow or network failure, the data is written to a depot local to the
supercomputer, in order to achieve a “fault tolerant” system. The corresponding exNode is then transferred to the
users cluster, and then the users clusters pulls the data from the depot close to the supercomputer. After the data gets
transferred to the local cluster, the data analysis routines automatically start to analyze the data. This process can then
continue until data is generated to a depot on the local cluster. Data from this cluster can then be shipped to

Fig. 4  Our workflow architecture showing data streaming from one node on the supercomputer to a local cluster.  In
case of a network failure, or a buffer overflow, data is written to a local depot. The exNode from this data gets
transferred to the local cluser.
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collaborators’ clusters. By sharing a common exNode, collaborators will be able to efficiently interact with this raw
and post processed data.

The fusion simulation community in general and the GTC code in particular are facing a very challenging data
management issue. GTC currently running on the Seaborg IBM-SP at NERSC can generate one terabyte (TB) per
day, with the expectation that this will grow to 100TB/day using more realistic models for ITER-types of plasmas.
Recent advances using logistical networking APIs have enabled us to interactively stream data from simulations at
NERSC to local analysis clusters at PPPL.

As computers at supercomputer centers get faster, we can envision GTC producing PBs of data. If GTC researchers
try to examine the evolution of the particles, data rates can go over 1 Gbs.  The particle data will need to be post-
processed for analysis and visualization, and since we want the simulations to make the best use of supercomputing
time, it becomes necessary that data post processing be moved from the supercomputers and over to smaller clusters
which are now commonplace at research institutions. The method of storing data at these locations and retrieving
subsets of this data is well suited for the logistical networking framework. Their concept of the exnode [Beck] allows
researchers to read this metadata, to have fast access to data anywhere on the WAN.  Because GTC needs to stream
data for days, we feel that high bandwidth low latency, good QOS networks will become necessary for GTC research.

In order to stream various pieces of the simulation data to the collaborators we need data replication, and methods
for minimizing the wait-time for researchers to see their data. By using high speed optical networking, we feel that
we can minimize the latency of the transfers from end to end anywhere in the US. This will then allow us to further
examine advance methods in data pipelining.

4.4 Comparisons with experiments

Traditionally, the simulation comparisons to experiments were made to verify the validity and relevance of simulation
predictions. Comparing a value for the ion thermal diffusivity from a simulation to a power balance estimation from
experimentally measured profile evolution was one of the common practices. However, often the degree of agreement
in fluctuation level was not as good as that for diffusivity, casting lingering doubt on the internal consistency of a
particular simulation model. The credibility of microturbulence simulations was significantly enhanced when an early
gyrokinetic particle simulation in toroidal geometry produced a two dimensional density fluctuation spectrum S(kr, kq)
which looked similar to that obtained from BES measurements on TFTR plasmas. On the other hand, with remarkable
advances in computational methods, computer power, and physics understanding, simulation results began to guide
the experimental measurements in some cases. One prime example is a characterization, for experimental
measurements, of turbulence driven zonal flow properties [Hahm, 2000] as observed from GTC simulations of ITG
turbulence, and a bicoherence analysis to look for an increase in nonlinear mode coupling as an indicator of zonal
flow generation [Diamond, 2000]. Since then, there have been more than a dozen experimental papers in major
journals which report progress in measuring zonal flow properties as predicted by GTC simulations [Coda et al.,
2000; Tynan et al., 2001; Moyer et al., 2001; Shats et al., 2002; Jackubowski et al, 2002; Ido et al, 2002; Holland et
al,, 2002; Ramisch et al., 2003; Schoch et al., 2003; McKee et al., 2003].

With this dual nature of simulation-experiment comparisons in mind, we propose to do the following. The connection
of the present proposal to experiments and to transport modeling and the National Transport Code Collaboration
(NTCC) is as follows. GTC will be applied to experimentally-derived cases of increasing realism, as the new
capabilities for GTC described here are implemented and benchmarked, and the GTC results will be compared to
corresponding experimental measurements.  Past, present, and future experiments such as TFTR, NSTX, and ITER, as
well as many others, are appropriate for analysis with the GTC code. Experimentally-derived profile data and



- 29 -

numerically-reconstructed MHD equilibrium data will be input to GTC, and output from GTC itself, and from post
processing, will be compared to corresponding experimental diagnostic results.  High resolution comprehensive
fluctuation diagnostics already built into GTC and its global approach make the theory-experiment comparisons based
on GTC a promising way to characterize and identify meso-scale structures including zonal flows, streamers, and
associated low mode number side bands and convective cells, and should further guide experimental measurements of
such self-organized structures, which play crucial roles in turbulence and transport. In addition to the traditional
nearer-term comparisons which include linear calculations, fluctuation statistics (intensity, spectra, probability
distribution functions, correlation functions, cross-phase, characterization of turbulence spreading into linearly stable
zones, transport scalings, etc.), zonal flow characteristics, and local transport coefficients, GTC can provide a detailed
visualization of turbulence which could be compared to the results from high resolution imaging of fluctuations, as
those diagnostics become available.  Longer-term goals could include studies and comparisons for poorly-understood
electron thermal transport, momentum transport, and internal transport barrier formation and dynamics.  These
comparisons should provide guidance for transport modeling in general and for NTCC in particular.  It should be
noted that the usual flux tube (radially local) approach, with w* constant in radius, cannot include crucial effects of the
radial variation of the pressure gradient, which contribute to the E x B shear in a manner consistent with the radial
force balance relation. Any attempt to include radial variation of w* in a flux-tube code would be incompatible with
the commonly used radially-periodic boundary conditions, whereas GTC can treat w* variation correctly.  GTC can
also be used for extrapolation purposes in designing future generations of experimental devices.

Experiments in tokamaks have shown considerable evidence (heat and cold pulses, blobs, global modes, profile
resiliency, etc.) of non-locality of transport, where the fluxes at one radius are affected by the gradients at other radii.
The GTC and GTC-Neo codes are radially-global codes, and thereby have the capability of calculating this kind of
behavior, in the turbulent or neoclassical regimes, respectively. Comparisons with the results from radially-local (flux
tube) codes, such as GEM, will be revealing.

5. Management Plan

The Center consists of 7 institutions with 8 PI’s.

For the SciDAC program:
1. Princeton Plasma Physics Laboratory, W. W. Lee,
2. University of Colorado, S. E. Parker,
3. University of California - Irvine, Z. Lin,
4. University of California - Los Angeles, V. K. Decyk.

For SAPP:
1. Columbia University, D. E. Keyes,
2. University of California - Davis, K.-L. Ma,
3. University of Tennessee -  Knoxville, M. Beck,
4. Princeton Plasma Physics Laboratory, S. Klasky.

The Center will be managed by an executive committee. The members are: W. W. Lee, S. E. Parker, Z. Lin and D.
Keyes.  Each PI listed above is in charge of the budget and the tasks carried out by each institution as outlined in Sec.
7. The executive committee is responsible for managing the Center’s resources and the overall direction of the
research. The committee will also arrange video seminars and periodic teleconferences and/or videoconferences
among the PI’s and, when necessary, the co-investigators associated with the Center as well.
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To facilitate the communication among the fusion researchers, we plan to have two workshops a year, lasting 2 to 3
days, rotating between Princeton, NJ, Boulder, Colorado, and Irvine, California. In addition to the personnel involved
with the Center, we also plan to invite outside collaborators, postdocs and students. In addition, we plan to have short
evening sessions at the annual APS/DPP meeting and the Sherwood conference. This arrangement will insure
adequate contacts between fusion members of the Center.  All the institutions associated with the members of the
executive committee have set aside funds to finance these meetings.

For the SAPP members of the Center, we also plan to invite them for on-site visits and seminars so as to expedite the
collaborative work, to understand each other’s specialties and to exchange ideas. The possibility of assigning junior
SAPP member to the fusion research sites will be pursued as well.

The primary responsibilities for each institution are:
PPPL-Theory Dept.: Parallelization and optimization of GTC, benchmarking of GTC with GT3D and LORB5,

nonlinear simulations focusing on zonal flows, physics and transport barriers, guidance for experimental
measurements.

U. Colorado:  Further development of GEM, physics applications of kinetic electrons and electromagnetic turbulence
capabilities, including wide range parameter scans.

UC-Irvine:  Futher development of hybrid model and finite element method for Poisson solver, nonlinear simulations
focusing on multi-scale interactions, Alfvenic turbulence, and energetic particle related physics.

UCLA: Development of efficient algorithms for particle simulation and methods for team coding.
Columbia: Development of efficient Poisson solver based on AMG.
U. Tennessee: Data Management associated with large data sets generated by GTC.
UC-Davis: Visualization of the GTC results.
PPPL-CPPG:  Data management and visualization of turbulence from GTC, guidance for high resolution fluctuation

measurements.
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7. Budget and Statements of Work

The proposed research aims at improving the Global Gyrokinetic Toroidal Code (GTC) at PPPL/UCI and the flux-
tube/wedge Gyrokinetic Electro-Magnetic (GEM) code at University of Colorado for turbulence transport and kinetic-
MHD research. The proposed “Center for Gyrokinetic Particle Simulation for Turbulence Transport in Burning
Plasmas” is a laboratory/university collaboration consisting of PPPL, UC-Irvine, UC-Davis, UCLA, University of
Colorado, University of Tennessee, and Columbia University with PPPL as the lead laboratory.  The proposal
requests $800,000 from the MFE SciDAC project. In addition, we also request $320,000 from Office of Advanced
Scientific Computing Research to support the applied mathematics, data management, and visualization and
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diagnostics in support of the code development and physics research. The requested budget for the Center under the
auspices of MFE SciDAC is $800,000.00 per year and $320,000.00 per year for SAPP starting 7/1/04 for three years.
The budget and the statements of work for each participating institution are as follows.

Princeton Plasma Physics Laboratory: $320,000/year:
Personnel: W. W. Lee, PI, S. Ethier, T. S. Hahm, J. L. V. Lewandowski, G. Rewoldt, and W. Wang.

This workscope is intended to develop a global gyrokinetic particle code in general geometry for turbulence and
transport studies in tokamaks and stellarators. The code utilizes modern day cache-based and vector parallel
supercomputers, and the state-of-the-art visualization and data management techniques. The code is being interfaced
with Poisson solvers developed for the ASCI project. Our plan is to develop the multi-dimensional domain
decomposition capability utilizing MPI and OpenMP as well as Parallel I/O for the GTC code, effectively linking
with general geometry input and the AVS output. The code is running efficiently on Seaborg at NERSC using up to
2000 processors. We have also ported the GTC code to Earth-Simulator-class vector computers in Japan and the US.
In addition, we will develop efficient algebraic multigrid algorithms for solving field equations as well new numerical
methods to incorporate electron dynamics and the associated electromagnetic effects for studying plasma turbulence
and kinetic-MHD physics. The milestones are:

First Year:

• 2D domain decomposition with ghost cells.
•            Finite-difference methods for irregular mesh for using ANL’s PETSc Poisson solver.

• Development of split weight schemes for electrons in general geometry.
• Generalization of the GTC code to shaped plasmas.
• Optimization of the GTC code on vector parallel computers.
• Simulate trapped electron driven turbulence, study trapped electron effects on zonal flow dynamics,

characterize zonal flow properties (with associated density fluctuations including Geodesic Acoustic Mode).
• Benchmark GTC TEM simulations with other global codes, GT3D, LORB5, and flux-tube GEM.

Second Year:
• Simulate trapped electron modes for shaped plasma in global geometry using PETSc and LLNL’s HYPRE.
• Development of algebraic multigrid method for the Poisson solver for ITER-type plasmas.
• Investigate finite-beta modified ITG modes in global geometry.
• Zonal flow physics from electromagnetic ITG turbulence will be studied, including non-adiabatic electrons

and shear-Alfven physics.
• Characterize zonal flow properties (with associated density fluctuations including Geodesic Acoustic Mode)

as a function of beta to guide experimental measurements.

Third Year:
• Simulate Alfvenic ITG modes in global geometry, and compare to GEM results; its relation to soft beta limit

will be elucidated.
• More direct comparisons will be pursued not only in terms of fluctuation amplitude, but also in terms of

statistical data on eddy size PDF, and w, k spectra, between fluctuation data from GTC simulations with
added tokamak realism of trapped electrons, finite-b, and plasma shaping, and experimental measurements
from higher resolution diagnostics being developed on NSTX, Textor, and other tokamaks.

• Global 3D ITG turbulence simulation in stellarators will be initiated using GTC.
• Initiate the study on microturbulence simulation in transport time scale.

University of Colorado: $200,000.00/year
Personnel: S. E. Parker, PI, Y. Chen
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Studies of turbulent transport in ITER-like plasmas will be carried out using the large-scale gyrokinetic simulation
code GEM. GEM was developed by the University of Colorado at Boulder [Chen and Parker '03] and is the
electromagnetic kinetic electron part of the Summit Framework (see: www.nersc.gov/scidac/summit).  GEM's
features include kinetic electrons, electron-ion collisions, electromagnetic perturbations and shaped magnetic
equilibria using a local flux-tube geometry.   A further optimized GEM code will be ideally suited for better
understanding how transport (and turbulence parameters) scales in the very large plasma parameter space.    Under
this SciDAC proposal, we intend to improve the performance of our code by increasing the dimensionality of our
domain decomposition, as well as, improving the numerical solution and performance of the Ampere field solve.
The physics of equilibrium shear  flow and ion-ion collisions will also be added.  Additionally, the GEM code will
be expanded to model global effects in the “wedge-tube” limit, like in the GYRO code [Candy and Waltz '03].
GEM currently has the capability of studying collisionless tearing modes.  We plan to continue research on how
weak-collisions affect tearing mode growth and nonlinear saturation. In addition, detailed linear and nonlinear
benchmarks will take place between GEM and GTC.

Year 1: Implement two-dimensional domain decomposition (add radial direction domain decomposition).  Work
with PPPL/NERSC on node optimization of GEM.

Years 1-2: Beta-scan for ITER-size transport simulation and study the possibility of a soft beta-limit due to
significantly enhanced transport well below the ideal ballooning beta-limit in ITER-like plasmas.

Years 1-2: Detailed linear and nonlinear benchmarks with GTC.  Parameter scans in R/LT and beta.

Year 2: Implementation of equilibrium shear flows.

Years 2-3:  Tearing mode simulations, to assess the relative contribution of microtearing physics to transport in
ETG and ITG/CTEM turbulence.

Years 2-3: Detailed transport studies of ITER-like plasmas, including parameter studies of Ti/Te, R/LT, magnetic
shear, equilibrium shear flows and plasma beta.

Years 2-3: Upgrade GEM to include radial profile variation in a wedge-tube global geometry.

Years 2-3: Develop efficient Ampere field solve.

Years 2-3: Study the required phase space resolution for ITG/CTEM turbulence using very-high phase space
resolution simulations.

Year 3: Implementation of ion-ion collisions. Study the competing effects of collisional damping of unstable waves
and collisional damping of zonal flows on transport.

University of California at Irvine: $200,000.00/year
Personnel: Z. Lin, PI, L. Chen, Y. Nishimura, and a graduate student.

UCI will focus on code development and applications to electromagnetic turbulence using the GTC code via fluid-kinetic
hybrid electron model, linear and nonlinear code comparisons, and associated analytic studies of nonlinear physics of drift-
wave turbulence as well as magnetohydrodynamics (MHD) turbulence excited by a-particles. In addition to being at the
forefront of computational and analytic studies of drift-wave turbulence, UCI has strong theoretical and experimental
expertise in energetic particle modes. Prof. L. Chen is credited for the analytic formulation of the “fishbone” oscillation, the
discovery of the energetic particle mode (EPM), and co-discovery of the Toroidal Alfven Eigenmode (TAE). Prof. W.
Heidbrink is the leading experimentalist on the measurement of MHD modes excited by the energetic particle and
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associated confinement properties of the energetic particles in DIII-D and NSTX. Advanced visualization and data
management would leverage the hardware and software infrastructure created by the UC Irvine division of the California
Institute for Telecommunication and Information Technology, Cal-(IT)2, an initiative jointed funded by the state
government, industry, and academia.

Year 1: (a) Develop GTC finite-element Poison solver using PETSc and hypre;
             (b) Implement electromagnetic fluid-kinetic hybrid electron model in GTC;
             (c) Study electrostatic TEM and ETG turbulences;
             (d) Study zonal flow saturation via electrostatic trapped particle modes.

Year 2: (a) Benchmark GTC linear simulation of AITG and KBM modes with FULL code;
             (b) Benchmark GTC linear simulation of TAE and EPM modes with NOVA-KN and HINST codes;
             (c) Study cross-scale coupling of electrostatic ITG/TEM and ETG turbulence.
             (d) Implement GTC capability for simulation of flux-driven turbulence.

Year 3: (a) Study electromagnetic turbulence driven by AITG and KBM modes;
(b) Benchmark nonlinear GTC simulation of a-particle driven TAE, and EPM with M3D code and compare
simulation results with experimental measurements;
(c) Study meso-scale physics in turbulence with evolving plasma profiles;

             (d) Study generation and stability of zonal flows/fields in electromagnetic turbulence.

University of California at Los Angles: $80,000.00/year
Personnel: V. K. Decyk, PI.

UCLA has pioneered the development of parallel Particle-in-Cell codes, dating back to 1987, and the algorithms
developed have been widely used in many high performance computing projects involving PIC. In addition, UCLA
has pioneering the development of object-oriented techniques in Fortran90, and the methodology developed has been
used in developing a number of frameworks for PIC, including the Summit Framework and UPIC.

In this proposal UCLA will contribute expertise in optimizing the performance of the GTC and GEM codes.  The
focus will be on improving the use of cache by creation of better data structures.  In addition, we will guide the further
integration of the GTC and GEM codes within the Summit Framework previously developed, by evolving the current
polymorphic functions into components.  Finally, UCLA will work with both codes to improve their parallel
performance, by implementing an efficient 2D domain decomposition scheme.  Since 2D domain decomposition is
already available in the UPIC Framework, this will be used when appropriate.  Addition components will be
developed specifically for this project if needed.

Columbia University: 80,000.00/year
Personnel: D. Keyes, PI, one Post-doctoral Research Associate

The Scientific Application Partnership Program (SAPP) planned for Columbia will place a post-doctoral researcher
in scalable solution algorithms and parallel software design on site with the cluster of gyrokinetic turbulence
researchers at PPPL to create a tight coupling between application and enabling technology groups.  Co-location has
been demonstrated to be effective in some other SciDAC collaborations between an Integrated Software
Infrastructure Center (ISIC) and an application project.  SAPP principal investigator Keyes is the lead PI of the ten-
institution Terascale Optimal PDE Simulations (TOPS) ISIC, which maintains the DOE software toolkits PETSc
and Hypre discussed herein.  TOPS is extending their capability and interoperability as part of the Office of
Advanced Scientific Computing Research SciDAC program.
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This proposal identifies generalizations of existing GKT codes that require implicit treatment of elliptic subsystems
– systems containing up to ten million unknowns are contemplated.  Conventional readily parallelizable elliptic
solvers, such as block diagonally preconditioned conjugate gradients, will eventually become untenable as meshes
are refined, since their iteration counts (for pure Poisson problems) scale like the reciprocal of the discrete mesh cell
diameter.  Multigrid methods eliminate this asymptotic loss of conditioning, but conventional (geometric) multigrid
methods are ineffective on problems characterized by anisotropy and difficult to extend in an automatic way to
unstructured meshes, such as those of this project.  The Hypre toolkit offers one of the world’s few implementations
of the Ruge-Stueben algebraic multigrid (AMG) method designed to address these challenges and run on SciDAC-
scale parallel platforms.

AMG is “optimal” in the sense that its computational work scales linearly in the discrete dimension of the problem.
Therefore, it promises nearly flat running times when discrete problem size and processor count are expanded
proportionally. Under SciDAC, AMG and other Hypre preconditioners built to the demands of the ASCI program
are being interfaced with PETSc, a popular API to regular and irregular distributed grid-based data structures.
TOPS provides a host of linear, nonlinear, eigen, and optimization solvers built thereupon.

In principle, PETSc and Hypre are usable “out of the box” for applications such as GKT.  In practice, AMG is a rich
family of algorithms.  Choices abound for each of its algorithmic components: the coarsening method (by which
hierarchical subsets of coarse grid variables are selected), construction of the coarsened operator on these subsets,
operators for the transfer of residuals and corrections down and back up the grid hierarchy, the linear-complexity
“smoother” used recursively on each grid level, and the solver used on the bottom-most (coarsest) level.  The
heuristics used in coarsening are easily defeated by poor scalings (for instance, in the insertion of boundary
conditions into the global system matrix) that may seem arbitrary to the caller of Hypre.  Experience shows that
some “bundling” of developer with the shipped software is often necessary for effective use!  As Hypre is
increasingly employed and benefits from user feedback, this “bundling” of developer will become less necessary.
However, rapid deployment of the GKT code will be facilitated by an on-site expert who can retain “project
memory” and serve as a local node of the TOPS project.

The preceding paragraphs motivate an on-site SAPP post-doc scientifically.  However, the budget does not provide
for a full-time post-doc, but for approximately 7-8 months per year.  This strong base can be combined with existing
funds in years 4 and 5 of the TOPS project (years 1 and 2 of this GKT project) to keep a post-doc deployed full-
time at PPPL.  The same post-doc can work on an existing TOPS SciDAC priority, the M3D code, and other
increasing opportunities to bring the state of the art in solver technology to OFES code projects in support of ITER
with PIs at PPPL.  A model for this is the current APDEC-CEMM collaboration.  Ultimately, as the SAPP post-doc
trained in scalable solvers becomes more familiar through local PPPL interactions and the rich seminar and
academic life of the Princeton physics community, s/he will be able to suggest reformulations of the systems being
solved that will perhaps admit greater nonlinear implicitness and the leveraging of the advanced features of the
TOPS software suite.

The major work to be undertaken by the SAPP post-doc is as follows:

Years 1-3: maintain builds of the latest (appropriate) releases of Hypre and PETSc on all platforms relevant to GKT
collaborators and keep GKT collaborators briefed on new and improved capabilities of these toolkits; assist GKT
programmers to smoothly track the evolving interface to TOPS solver software

Years 1-3: report to Hypre and PETSc development teams on usage, logic bugs, performance bugs, and
requirements of the GKT collaborators

Year 1: link AMG-preconditioned Krylov solvers to existing linear system calls in GKT production and prototype
codes, where upward scalability is required; profile performance; tune multi-parameter families of solution
algorithms to particular properties of the systems generated by the GKT codes
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Year 2: engage in basic research to understand the complexity and convergence issues of linear solvers associated
with the physical regimes and discretization choices (grid structure, spatial and temporal order, compactness,
configuration vs. Fourier space, etc.) of the GKT code teams; test reasonable alternatives

Year 3: assume creative role in prototyping more fully linearly and nonlinearly implicit versions of GKT software,
with greater coupling across configuration space and field variables as appropriate to cope with multiscale nature of
gyrokinetic turbulent transport in burning plasmas

University of California at Davis: $80,000.00/year
Personnel: K.-L. Ma and a graduate student

We have identified several key visualization needs. The development plan is given below, and we ensure usability
through project meetings and user studies.

Year 1 7/1/04 Q1 Develop a hardware-accelerated, interactive volume visualization method
Q2 Study scalability of the approach

Project meeting
Q3 Integrate into PPPL’s environment
Q4 Conduct user survey and refine design

Project meeting

Year 2 7/1/05 Q1 Develop interactive particle and field line visualization methods

Q2 Integrate particle/line visualization and field volume visualization
Project meeting

Q3 Integrate into PPPL’s environment
Q4 Conduct user survey and refine designs

Project meeting

Year 3 7/1/06 Q1 Develop multivariate data visualization strategies
Q2 Develop appropriate user interfaces for exploratory visualization

Project meeting
Q3 Integrate into PPPL’s environment
Q4 Conduct user survey and refine designs

Project meeting

We plan to hold several project meetings over the 3-year project period to closely evaluate our research results. These
meetings will be held at PPPL, UCD, and some of the conferences the project participants will attend.  Other review
meetings among project participants will be held via conference calls or access grid facilities in a monthly basis.

UC Davis Personnel and Facilities

Professor Kwan-Liu Ma will oversee the proposed visualization research, attend the project meetings, and furnish
project reports summarizing research findings and accomplishments.
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The graduate student researcher will be a second-year Ph.D. student, who will have already received the basic training
in visualization and computer graphics. Over ten courses in the area of visualization and graphics are presently
offered by the Computer Science Department at UC Davis.

Professor Ma and his students are affiliated with the Center for Image Processing and Integrated Computing (CIPIC)
at UC Davis. CIPIC is a UC Organized Research Unit whose main mission is the development of data
analysis/exploration and visualization technology. The Center has the affiliated UC Davis faculty members, supports
over 60 graduate and undergraduate student researchers, employs several full-time researchers and post-doctoral
fellows, and has an average annual total funding level of about $3M.

CIPIC provides its researchers with access to state-of-the-art computing and visualization technology. CIPIC's
inventory includes roughly 75 high-end graphics workstations, PCs and laptops; multiple PC clusters; parallel
computing facilities (including a 32-processor SGI Origin 2000 with multi-terabyte storage capacity); a two-by-two
multi-tile display wall; virtual reality equipment for immersive stereoscopic rendering; and an access grid facility.
Over 5,000 sq. ft. of space is currently available in CIPIC for visualization, computer graphics and virtual reality
research efforts. CIPIC researchers also have access to supercomputing facilities at several national laboratories and
supercomputer centers.

University of Tennessee – Knoxville: 80,000.00/year
Personnel: M. Beck, PI

The University of Tennessee's Logistical Computing and Internetworking Laboratory will adapt, develop and support
Logistical Networking data management (networking, storage and processing) middleware to enable the work of GPS
Center application scientists.  The scale of data produced, analyzed and visualized requires the highest levels of
performance be achieved during all phases of work, including the generation of datasets during supercomputer
simulation runs, the movement of data from data centers to collaborating institutions, and the postprocessing of data
on local clusters at those distributed sites.  This requires that the high performance  I/O interfaces used by scientific
appliations,
inlcuding libraries such as netCDF and HDF5, generic programming interfaces such as MPI I/O, and standard file
systems interfaces such as POSIX be supported as efficient mechanisms for using Logistical Networking.  In addition,
storage resource reservation is required to ensure that the valuable results of supercomputer runs can be stored when
they are generated.  Additional support for the large scale management of data over multiple locations is required
when massive datasets are used by multiple collaborators simultaneously, as the extra cost of unnecessary redundant
transfers and storing extra copies is prohibitive.

As the GPS Center community using Logistical Networking grows, there is a requirement for greater maturity in the
tools that support coordination of the user community, introduction of new functionality
into the infrastructure over time, support for data generated under multiple versions of the LoRS tools, interoperability
between expanding execution and visualization platforms, and more documentation for
technical interfaces in order to allow the community of application developers to expand beyond the initial group.
There will be a need for tutorial materials and presentations to users and developer communities, and coordination
with other technical communities to ensure that the use of innovative tools does not isolate GPS from scientists that
are using more conventional approaches to infrastructure.  The Logistical Computing and Internetworking Lab will be
partners with the application scientists of the GPS Center in these activities, to ensure that their collaboration can help
to spread revolutionary new ways of working to their colleagues and throughout related scientific fields.

Princeton Plasma Physics Laboratory: $80,000.00/year
Personnel: S. Klasky
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The PPPL Computational Plasma Physics Group (CPPG) will work closely with the  GTC simulation, to enhance
gyrokinetic (GK) simulation data management and visualization. Newly developed capabilities for data streaming,
real-time monitoring, and cross-network pipelining of post-processing and analysis applications will be installed in
GTC, and made available to other fusion applications as needed.   Funding of this research becomes necessary, since
our partners (Beck, Ma) will provide essential ingredients needed in two of the other fusion SciDAC’s (APMP,
CEMM). The infrastructure which we are developing provides infrastructure to allow scientist to pipeline their results
from their simulations into other high performance data analysis routines and visualization routines. The milestones
are:
Year 1:
• Continue to build infrastructure to allow data pipelining
• Replace Globus API’s with LORS API’s. Compare the two methods.
• Develop an intelligent caching capability of LORS which optimizes file transfers over a wide area network

Year 2:
• Implement our data streaming method with a parallel correlation function, to allow for an interactive view of

parallel functions.
• Integrate Ma’s volume visualization with PPPL’s GTC visualization tool.
Year 3:
• Implement data compression techniques to our data streaming infrastructure.

Integrate particle visualization technique with PPPL’s GTC visualization tool. This will allow us to view
millions of particles interactively.
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8. Biographical Sketches

Micah Beck

a. Professional Preparation.
• University of Wisconsin; Mathematics & Computer Science; BA 1979
• Stanford University; Computer Science; MS 1981
• Cornell University; Computer Science; PhD 1992

b. Appointments.
2001 – present Director, Logistical Computing and Internetworking Laboratory
2002 – present Associate Professor
1998 – 2002 Research Associate Professor  & Adjunct Associate Professor
1992 – 98 Assistant Professor

Department of Computer Science, University of Tennessee, Knoxville, TN.
1996 – 98 Network Research Coordinator, Telecommunications and Network Services, University of

Tennessee, Knoxville, TN.  Research project leader.
1991 – 92 Visiting Assistant Professor, School of Computer and Information Science, Syracuse

University, Syracuse, NY.
1990 – 91 Software Engineer, Isis Distributed Systems, Ithaca, NY.  Research and development in

distributed operating systems and networking.
1979 – 83 Member of Technical Staff, Bell Laboratories, Murray Hill, NJ. Research in distributed

operating systems.
c. References
• Jin Ding, Jian Huang, Micah Beck, Shaotao Liu, Terry Moore, and Stephen Soltesz, “Remote Visualization by

Browsing Image Based Databases with Logistical Networking,” SC 2003, Phoenix, AZ, November 2003.

• Micah Beck, Terry Moore and James S. Plank, “An End-to-End Approach to Globally Scalable Programmable
Networking,” FDNA-03: Workshop on Future Directions in Network Architecture, in conjunction with ACM
SIGCOMM 2003, Karlsruhe, Germany, August 2003. To appear in Elsevier Journal of Computer
Communications.

• Alessandro Bassi, Micah Beck, Terry Moore, James S. Plank, Martin Swany, Rich Wolski, and Graham Fagg,
“The Internet Backplane Protocol: A Study in Resource Sharing,” Future Generation Computing Systems,
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• Micah Beck, Terry Moore, and James S. Plank, “An End-to-End Approach to Globally Scalable Network
Storage,” ACM SIGCOMM 2002 Conference, Pittsburgh, PA, August 19-23, 2002. Submitted for review by
ACM/IEEE Transactions on Networking.

• Micah Beck, Terry Moore, James S. Plank and Martin Swany, “Logistical Networking: Sharing More Than the
Wires,” In Active Middleware Services, Salim Hariri, Craig A. Lee, and Cauligi S. Raghavendra (Eds.), Kluwer
Academic, Norwell, MA, 2000.



- 44 -

Liu Chen
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Irvine.  He is a Fellow of the American Physical Society.  He has published one book and over 140 papers
on both laboratory and space plasma physics.
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Y.Chen and S.Parker, "A gyrokinetic ion zero electron inertia fluid electron model
for turbulence simulations", Physics of Plasmas 8, 441 (2001)

Y.Chen, R.B.White, G.Fu, and R.Nazikian, "Numerical study of the nonlinear evolution of toroidicity-induced
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Department of Physics & Astronomy
University of California at Los Angeles

EDUCATION:
B.A. in Physics (cum laude), Amherst College (Mass.), 1970
Ph.D. in Physics, University of California, Los Angeles, 1977

PROFESSIONAL SOCIETIES:
Fellow, American Physical Society (Plasma Physics Division, Div. of  Computational Physics)
Member, IEEE Computer Society
Member, Association for Computing Machinery
Fellow, Shevchenko Scientific Society (Mathematical-Physical-Technical Section)

OTHER PROFESSIONAL ACTIVITIES:
Senior Member of Technical Staff, Jet Propulsion Laboratory, High Performance Computing Group

Organizer, 16th Int'l Conf. on Numerical Simulation of Plasma, Santa Barbara, California, 1998

SELECTED AWARDS AND HONORS:
NASA Certificates of Recognition for development of a technical innovation:

Concurrent Algorithm for Particle-in-Cell Simulations, 1990
A 2D Electrostatic PIC code for the Mark III Hypercube, 1991
Optimization of Particle-in-Cell codes on RISC Processors, 1996
Expressing Object-Oriented Concepts in Fortran 90, 1997

IBM Consulting Scholar (ACIS), 1988-1993
U.S. DOE JIFT exchange scientist, Kyoto and  Nagoya, Japan, April-July 1984
Invited Foreign Researcher, JAERI, Naka, Japan, August 1995

SELECTED PUBLICATIONS:
1. D.E. Dauger and V.K. Decyk, “Numerically-Intensive ‘Plug-and-Play’ Parallel Computing,” Proc. IEEE Intl. Conf. On

Cluster Computing, ed. by D.S. Katz, T. Sterling, M. Baker, L. Bergman, M. Paprzycki, and R. Buyya [IEEE Computer
Society, Los Alamitos, CA, 2001], p. 75.

2. J. Qiang, R.D. Ryne, S. Habib, and V.K. Decyk, “An Object-Oriented Parallel Particle-in-Cell Code for Beam Dynamics
Simulation In Linear Accelerators,” J. Computational Phys., 163, 434, 2000.

3. V.K. Decyk, C.D. Norton, and B.K. Szymanski, “How to Support Inheritance and Run-time Polymorphism in Fortran 90,”
Computer Physics Communications, 115, 9, 1998.

4. V.K. Decyk, C.D. Norton, and B.K. Szymanski, “How to Express C++ Concepts in Fortran 90,” Scientific Programming,
vol. 6,  no. 4, p. 363, 1997.

5. V. K. Decyk, S.R. Karmesin, A. de Boer, and P.C. Liewer, “Optimization of Particle-in-Cell Codes on RISC Processors,”
Computers in Physics 10, 290, 1996.

6. V.K. Decyk, “Skeleton PIC Codes for parallel computers,” Computer Physics Communications 87, 87,  .mk1995.

SYNERGISTIC ACTIVITIES:
Principal architect of Project AppleSeed, a parallel Macintosh cluster, which has made parallel computers trivial to
set up and use.  Co-developer of a methodology for object-oriented programming in Fortran90 which has had a
broad impact among scientific programmers.
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Stéphane Ethier

PPPL

Dr. Stéphane Ethier is a Computational Physicist in the Computational Plasma Physics Group at PPPL. His
expertise is in parallel computing and optimization on high-performance computing systems. He graduated with a
B.Sc. and M.Sc. in physics from the Université de Montréal in 1989 and 1991 respectively. Dr. Ethier received his
Ph.D. in 1996 from the Department of Energy and Materials of the “Institut National de la Recherche Scientifique”
(INRS) in Montreal, Canada. Prior to his appointment at PPPL, he worked as a postdoctoral researcher in the
Applied Physics group of the Mechanical and Aerospace Engineering Department of Princeton University from
1996 to 1998. He has been the recipient of a postdoctoral fellowship from Québec’s “Fonds pour la Formation de
Chercheurs et Aide à la Recherche”(FCAR), two postgraduate shcolarships from the Natural Sciences and
Engineering Research Council of Canada (NSERC), and two undergraduate student research awards from NSERC
for summer research projects. He has published several articles in such refereed journals as PRL, Physics of
Plasmas, and Computer Physics Communications, and is currently an elected member of the National Energy
Research Scientific Computing Center User Group Executive Committee (NUGEX) in addition to being a
contributor to international conferences and collaboration, most recently participating on Parallel computing
analysis on the Earth Simulator in Japan in December 2003.



- 48 -

Taik Soo Hahm

 Plasma Physics Laboratory
Princeton University
Princeton, NJ 08543

Tel: (609) 243-2611, Fax: (609) 243-2663
E-mail: tshahm@pppl.gov

Education Princeton University, Princeton, NJ, USA
Ph.D. in Astrophysical Sciences, major in Plasma Physics, October 1984
M.A. in Astrophysical Sciences, major in Plasma Physics, May 1982

Seoul National University, Seoul, Korea
B.S. in Physics, Summa Cum Laude, February 1980.

Professional Facilitator in Turbulence and Transport,
Experience Princeton University,  Plasma Physics Laboratory (2000-Present).

Steering Committee,
Princeton University,  Plasma Physics Laboratory, Theory Department (1999-Present).
Principal Research Physicist,
Princeton University,  Plasma Physics Laboratory (4/96-Present).
Research Physicist,
Princeton University,  Plasma Physics Laboratory (10/91-3/96).
Visiting Professor,
Seoul National University,  Department of Nuclear Engineering (3/93-8/93).
Staff Research Physicist II,
Princeton University,  Plasma Physics Laboratory (10/88-9/91).
Staff Research Physicist I,
Princeton University,  Plasma Physics Laboratory (11/86-9/88).
Research Associate,
University of Texas at Austin,  Institute for Fusion Studies (9/86-11/86).
Research Fellow,
University of Texas at Austin,  Institute for Fusion Studies (9/84-8/86).

Awards and Elected Fellow, American Physical Society (1995).
Honors Congress Chairman Prize, awarded to Top Graduate of College Natural Sciences,

Seoul National University (1980).

Publications More than 50 Papers (30 as the First Author) Published in Refereed International Journals
(Excluding Conference Proceedings).

Frequently T. S. Hahm and K. H.  Burrell, “Flow shear induced fluctuation suppression in finite aspect ratio
Cited Papers shaped tokamak plasma”, Phys. Plasmas 2, 1648 (1995), more than 210 citations.

Z. Lin, T. S. Hahm et al., “Turbulent transport reduction by zonal flows: Massively parallel
simulations”, Science 281, 1835 (1998), more than 130 citations.
P. H. Diamond and T. S. Hahm, “On the dynamics of turbulent transport near Marginal stability”,
Phys. Plasmas 2, 3640 (1995), more than 120 citations.
T. S. Hahm and R. M. Kulsrud, “Forced magnetic reconnection”, Phys. Fluids 28, 2412 (1985),
more than 70 citations.
T. S. Hahm, “Nonlinear gyrokinetic equations for tokamak microturbulence”.
Phys. Fluids 31, 2670 (1988), more than 65 citations.
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DAVID E. KEYES

Fu Foundation Professor of Applied Mathematics
Department of Applied Physics & Applied Mathematics

Columbia University
500 West 120th Street
New York, NY 10027

david.keyes@columbia.edu

EDUCATION
9/78 – 6/84 Ph.D., Harvard University, Applied Mathematics
9/74 – 6/78 B.S.E., summa cum laude, Princeton University, Aerospace and Mechanical Sciences

PROFESSIONAL EXPERIENCE
7/03 – present Fu Foundation Professor, Applied Physics & Applied Mathematics, Columbia University
6/97 – present Strategic Partner, Institute for Scientific Computing Research, Lawrence Livermore National Laboratory

(6/99 – present Acting Director)
7/99 – 6/03 Richard F. Barry Professor, Mathematics & Statistics, Old Dominion University

(7/99 – 6/01 Chair, Mathematics & Statistics; 7/01– 6/03 Director, Center for Computational Science)
7/93 – 12/02 Associate Research Fellow, Institute for Computer Applications in Science & Engineering,
NASA Langley Research Center
7/93 – 6/99 Associate Professor, Computer Science, Old Dominion University
7/90 – 6/94 Associate Professor, Mechanical Engineering, Yale University
1/86 – 6/90 Assistant Professor, Mechanical Engineering, Yale University
7/84 – 12/85 Senior Research Associate, Computer Science, Yale University

TECHNICAL ACTIVITIES
Published over 100 papers, book and proceedings chapters, technical reports
Delivered over 200 invited presentations in 35 states of the US and 22 foreign countries
Edited or co-edited 8 conference proceedings volumes
Organized or co-organized: Parallel CFD, International Conferences on Domain Decomposition Methods, Supercomputing, SIAM
Parallel Processing, SIAM Computational Science & Engineering, various one-time meetings

HONORS AND AWARDS
Gordon Bell Prize, Special Category (shared), 1999
NSF Principal Young Investigator, 1989
Phi Beta Kappa, Sigma Xi, Tau Beta Pi, 1978

PROFESSIONAL AFFILIATIONS
Member of editorial board: Int. J. High Perf. Comput. Appls. (co-editor), J. Multiscale Comput. Eng., Lect. Notes Comput. Sci. Eng.
(founding co-editor), Par. Dist. Comput. Prac., SIAM J. Sci. Comput., SIAM Comput. Sci. Eng. series (founding co-editor)

Member of: ACM, AMS, ASME, AIAA (past Chair, Connecticut Section), Combustion Institute, IEEE Computer Society, SIAM
(Council Member, Visiting Lecturer), USACM

REPRESENTATIVE PUBLICATIONS
W. D. Gropp, D. K. Kaushik, D. E. Keyes and B. F. Smith, 2001, High Performance Parallel Implicit CFD, Parallel Computing

27:337-362.
D. E. Keyes, 2002, Terascale Implicit Methods for Partial Differential Equations, Contemporary Mathematics 306:29-84, AMS,

Providence.
X.-C. Cai and D. E. Keyes, 2002, Nonlinearly Preconditioned Inexact Newton Algorithms, SIAM J. Sci. Comp. 24: 183-200.
T. S. Coffey, C. T. Kelley and D. E. Keyes, 2003, Pseudo-transient Continuation and Differential-Algebraic Equations, SIAM J. Sci.

Comp. 25:553-569.
D. A. Knoll and D. E. Keyes, 2004, Jacobian-free Newton-Krylov Methods: A Survey of Approaches and Applications, J. Comp. Phys.

193:357-397.



- 50 -

Scott A. Klasky

Visualization Expert, Princeton Plasma Physics Laboratory, Princeton University

Professional Expertise

Scott Klasky has 15 years of experience in designing and creating visualization systems for high performance computing.
Scott Klasky also has experience in multigrid methods, and adaptive mesh refinement techniques. Scott Klasky continues to
design visualization solutions for researchers at PPPL. Scott Klasky is also has experience with high speed data streaming, and
grid computing. Klasky’s recent results in parallel data streaming are enhancing the data analysis/visualization experience of
researchers at PPPL.

Education

B.S. Physics, Drexel University, 1989
Ph.D. Physics, University of Texas at Austin, 1994

Employment

1999— Visualization Expert, Princeton Plasma Physics Laboratory
1995—1999 Senior Research Scientist, Northeast Parallel Architecture Center, Syracuse University
1986 Visiting Scientist, IBM T. J. Watson Research Center
1994—1995 Postdoctoral Research Fellow, University of Texas at Austin
1994 Research Associate, Relativity, University of Texas at Austin
1989—1994 Research Associate, Center for High Performance Computing (Visualization Division), University of Texas at

Austin

10 Most Recent Publications
• “Grid-based Parallel Data Streaming Implemented for the Gyrokinetic Toroidal Code”, with S. Ethier et al.,

SC2003 technical paper, 2003.
•  “Nonlinear Simulation Studies of Tokamaks and ST’s”, with W. Park et al, Nuclear Fusion, 43 (6), pp 483-

489, Jun 2003.
•  “Data management, code deployment, and scientific visualization to enhance scientific discovery in fusion

research through advanced computing”, with D. Schissel et al., Fusion Engineering and Design, 60 (3), pp.
481-486, Jun 2002.

• “Ion-Beam Plasma Neutralization Interaction Images”, with I. Kaganovich et al., EEE transactions on plasma
Science, vol 30., No 1, 2002.

• “Anderson localization of ballonning modes, quantum chaos and the stability of compact quasiaxially
symmetric stellarators”, with M. Redi et al., Physics Of  Plasma, Vol 9, No. 5, 2001.

• “Localized Balloning Modes in Compact Quasiaxially Symmetric Stellarators”, with M. Redi, PPPL-3578
publication.

• “Ballooning Stability of the Compact Quasiaxially Symmetric Stellarator”, with M. Redi, PPPL-3612
publication.

•  “Java based Collaborative Scientific Visualization” w/ B. Ki), Concurrency Practice and Experience,
accepted 1998.

• “Byeongseob Ki and Scott Klasky. “Collaborative Scientific Data Visualization”. In ACM 1998 Workshop on
Java for High-Performance Network Computing . ACM Press, 1998.

• “Collaborative Scientific Visualization” (w/ B. Ki) Concurrency: Practice and Experience, November 1997.
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W. W. Lee

Dr. Lee pioneered the field of gyrokinetic particle simulation with his work in the 1980’s. He is currently a Principal Research
Physicist at Princeton Plasma Physics Laboratory (PPP). Dr. Lee obtained his B.S. degree from National Taiwan University, M.S.
degree from Duke University and Ph.D. degree from Northwestern University.  From 1970-1974, he worked at the Fermi
National Accelerator Laboratory on accelerator physics. Since 1974, he has been a member of the Theoretical Division at PPPL.
Dr. Lee became a Fellow of the American Physical Society in 1992 and a Distinguished Laboratory Fellow at PPPL in 1998.  His
research interest includes theory and simulation of plasma turbulence and high-intensity beams and he has over100 journal
publications.

Some of the relevant publications for the proposal:

GYROKINETIC APPROACH IN PARTICLE SIMULATION
W. W. Lee, PHYSICS OF FLUIDS 26, 556 (1983)
--- This work established the importance of the gyrokinetic Poisson’s equation in nonlinear gyrokinetic theory and simulation.

GYROKINETIC PARTICLE SIMULATION-MODEL
W. W. Lee, JOURNAL OF COMPUTATIONAL PHYSICS, 72, 243 (1987)
--- This work put forward the concept of gyrocenter-based charged rings to approximate the spiral gyromotion of the actual
particles.

GYROKINETIC PARTICLE SIMULATION OF ION TEMPERATURE-GRADIENT DRIFT INSTABILITIES
W. W. Lee and W. M. Tang
PHYSICS OF FLUIDS 31, 612 (1988)
--- This paper argued for the concept of entropy balance for steady state transport.

PARTIALLY LINEARIZED ALGORITHMS IN GYROKINETIC PARTICLE SIMULATION
A. M. Dimits and W. W. Lee, JOURNAL OF COMPUTATIONAL PHYSICS 107, 323 (1993).

A FULLY NONLINEAR CHARACTERISTIC METHOD FOR GYROKINETIC SIMULATION
S. E.Parker and W. W. Lee, PHYSICS OF FLUIDS B-PLASMA PHYSICS 5, 77 (1993).

THE SPLIT-WEIGHT PARTICLE SIMULATION SCHEME FOR PLASMAS
I. Manuilskiy and W. W. Lee, PHYSICS OF PLASMAS 7, 1381 (2000).

Shear-Alfven waves in gyrokinetic plasmas
W. W. Lee, J. L. V. Lewandowski, T. S. Hahm, and Z. Lin, PHYSICS OF PLASMAS 8, 4435 (2001).

ALFVEN WAVES IN GYROKINETIC PLASMAS
W. W. Lee and H. Qin, PHYSICS OF PLASMAS 10, 3196 (2003).
--- This paper makes the connection between gyrokinetic plasmas and MHD plasmas and is base for the transport time scale
simulation.
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Jerome L. V. Lewandowski

 Princeton University, Plasma Physics Laboratory
Theory Division MS28
Princeton, NJ 08543
Fax: (609) 243-2662

E-mail: jlewando@pppl.gov

Education
Ph.D. The Australian National University, Department of Theoretical Physics and Plasma Research 

Laboratory, Canberra (Australia) 1997

M.Sc. Canadian Center for Magnetic Fusion, Montreal (Canada) 1993

Work Experience
Research Physicist,
Princeton University,  Plasma Physics Laboratory (2000-current).

Associate Research Physicist,
Princeton University, Plasma Physics Laboratory (2000).

Visiting Fellow,
Princeton University,  Plasma Physics Laboratory (1999).

Postdoctoral Research Fellow,
Australian National University (1998)

Research Associate
National Aeronautics and Space Administration (NASA, USA) and the National Institute for Scientific 
Research (Canada) (1993)

Researcher,
National Institute for Scientific Research (Canada) (1991)

Member of the American Physical Society

Research Interests
Plasma and fluid turbulence, gyrokinetic theory, parallel programming, Bose-Einstein condensation
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NAME: Zhihong Lin

CITIZENSHIP: USA

EDUCATION: Ph.D. Plasma Physics, Princeton University, 1/1996.
B. S. Physics, Peking University, 7/1989.

APPOINTMENTS: University of California, Irvine, Department of Physics and Astronomy,
Assistant Professor, 7/2002--present.

Princeton University, Princeton Plasma Physics Laboratory,
Research Physicist, 10/2001--7/2002,
Staff Research Physicist, 12/1997--9/2001,
US DOE Fusion Energy Postdoctoral Fellow, 12/1995--11/1997.

HONORS AND AWARDS:
US Department of Energy Plasma Physics Junior Faculty Development Award, 2003.

US Presidential Early Career Awards for Scientists and Engineers (PECASE), 2000.
US Department of Energy Early Career Awards for in Science and Engineering, 2000.
Kaul Foundation Prize for Excellence in Plasma Physics and Technology Development, 1999.
US Department of Energy Fusion Energy Postdoctoral Fellowship, 1995--1997.

SELECTED PUBLICATIONS CLOSELY RELATED TO THE PROPOSAL:
1. Turbulence Spreading and Transport Scaling in Global Gyrokinetic Particle Simulation,

Z. Lin and T. S. Hahm, Phys. Plasmas 11, 1099-1108 (2004).
2. Size Scaling of Turbulent Transport in Magnetically Confined Plasmas,

Z. Lin, T. S. Hahm, S. Ethier, and W. M. Tang, Phys. Rev. Lett. 88, 195004 (2002).
3. A Fluid-Kinetic Hybrid Electron Model for Electromagnetic Simulations,

Zhihong Lin and Liu Chen, Phys. Plasmas 8, 1447--1450 (2001).
4. Gyrokinetic Simulations in General Geometry and Applications to Collisional Damping of Zonal Flows,

Z. Lin, T. S. Hahm, W. W. Lee, W. M. Tang, and R. B. White, Phys. Plasmas 7, 1857--1862 (2000).
5. Excitation of zonal flow by drift waves in toroidal plasmas,

Liu Chen, Zhihong Lin, and Roscoe White, Phys. Plasmas 7, 3129--3132 (2000).
6. Effects of Collisional Zonal Flow Damping on Turbulent Transport,

Z. Lin, T. S. Hahm, W. W. Lee, W. M. Tang, and P. H. Diamond, Phys. Rev. Lett. 83, 3645--3648 (1999).
7. Turbulent Transport Reduction by Zonal Flows: Massively Parallel Simulations,

Z. Lin, T. S. Hahm, W. W. Lee, W. M. Tang, and R. B. White, Science 281, 1835--1837 (1998).
8. Neoclassical transport in enhanced confinement toroidal plasmas,

Z. Lin, W. M. Tang, and W. W. Lee, Phys. Rev. Lett. 78, 456--459 (January 1997).
9. Method for solving the gyrokinetic Poisson equation in general geometry,

Z. Lin and W. W. Lee, Phys. Rev. E 52, 5646--5652 (November 1995).
10. Gyrokinetic particle simulation of neoclassical transport,

Z. Lin, W. M. Tang, and W. W. Lee, Phys. Plasmas 2, 2975--2988 (August 1995).
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K.-L. Ma

UC Davis

Professor Ma's research spans the fields of visualization, computer graphics, and high performance
computing. His goal is to advance the state of the art in data visualization technology.  He received his PhD
in computer science from the University of Utah in 1993. During 1993-1999, he was with ICASE/NASA
LaRC as a research scientist. In 1999, he joined UC Davis. In the following year, Professor Ma received the
Presidential Early Career Award for Scientists and Engineers (PECASE) for his work in parallel
visualization. In 2001, he received the Schlumberger Foundation Technical Award for his work in large data
visualization. Currently, he is supervising fourteen graduate students doing research projects in parallel
rendering, volume modeling and visualization, artistically inspired illustrations, visual interface designs, and
information visualization.  He is the editor of the VisFile Column of the ACM SIGGRAPH's Computer
Graphics Quarterly, and serves as a co-chair of the application program of the IEEE Visualization 2004
Conference. He has served on the conference committee of the IEEE Visualization Conference since 1998.
Presently, he also serves on the program committees of the IEEE Visualization 2004 Conference,
Information Visualization 2004 Symposium, Volume Visualization 2004 Symposium, 2004 Parallel
Graphics and Visualization Symposium, and Non-photorealistic Animation and Rendering 2004
Symposium.
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YASUTARO NISHIMURA

* Education

UNIVERSITY OF WISCONSIN-MADISON
Ph.D in Nuclear Engineering and Engineering Physics, 1998.
M.S. in Physics, 1996.
M.S. in Nuclear Engineering and Engineering Physics, 1994.

OSAKA UNIVERSITY
M.S. in Electromagnetic Energy Engineering, 1993.
B.S. in Nuclear Engineering, 1991.

* Experience

UNIVERSITY OF CALIFORNIA, IRVINE  \location{Irvine, CA}
2003-- Research Associate

MAX-PLANCK INSTITUT FUER PLASMAPHYSIK \location{Garching, Germany}
2000--2003 Research Associate

UNIVERSITY OF COLORADO AT BOULDER \location{Boulder, CO}
1998--1999 Research Associate

UNIVERSITY OF WISCONSIN-MADISON \location{Madison, WI}
1994--1998 Research Assistant

JAPAN ATOMIC ENERGY RESEARCH INSTITUTE \location{Naka, Japan}
1992--1993 JAERI Student Fellow

* Selected publications

Y.Nishimura, D.Coster, and B.Scott, ``Effects of resistive drift wave turbulence on tokamak edge transport'',
Contributions to Plasma Physics, 44, (2004).

Y.Nishimura, D.Coster, and B.Scott, ``Characterization of electrostatic turbulent fluxes in tokamak edge plasmas'',
Physics of Plasmas, 11, 115 (2004).

Y.Nishimura, D.Coster, and B.Scott, ``Coupling of perpendicular transport in turbulence and divertor codes'',
Contributions to Plasma Physics, 42, 379 (2002).

Y.Nishimura, J.D.Callen, and C.C.Hegna,. ``Onset of high-n ballooning modes during tokamak sawtooth crashes,''
Physics of Plasmas 6, 4685 (1999).

Y.Nishimura, J.D.Callen, and C.C.Hegna, ``Tearing mode analysis in tokamaks revisited,'',
Physics of Plasmas 5, 4292 (1998).

Y.Nishimura and M.Azumi, ``Stochastic particle transport in a magnetic island due to electrostatic drift waves,''
Physics of Plasmas 4, 2365 (1997).
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Scott E. Parker

Education
5/90 Ph.D. Engineering Science, University of California, Berkeley
5/85 B.S. Mathematics and B.S. Nuclear Engineering, University of Wisconsin-Madison.

Professional  Experience
8/96-present Associate Professor: Department of Physics (3/93-8/93).
9/92-8/96 Staff Research Physicist : Theoretical Division, Princeton Plasma Physics Laboratory (10/88-9/91).

Awards and Fellowships
Department of Energy Plasma Physics Junior Faculty Development Award (1997-2000)
Department of Energy Fusion Postdoctoral Research Fellowship (1990-1992)
University of California, Regents Fellowship (1985-1986)
Kaiser Engineers Quadrex Fellowship (1985-1986)
Graduation with Honors, University of Wisconsin-Madison (1985)
Engineering Scholars Program, University of Wisconsin-Madison (1983-1985)

Memberships
America Physical Society
Tau Beta Pi Engineering Honor Society

Consulting Positions
Theoretical Division, Princeton Plasma Physics Laboratory, Princeton University (1996-1999).
Magnetic Fusion Energy Division, Lawrence Livermore National Laboratory (1997).

Professional Activities
Fusion Energy Science Advisory Committee Priorities Panel
Executive Committee, University Fusion Association
Team Leader, Summit Framework, an open-source framework for gyrokinetic turbulence simulation, part of the Plasma
Microturbulence Project, DOE Scientific Discovery through Advanced Computing (SciDAC) Initiative (2000-2004)
Chair, Executive Committee of the International Sherwood Fusion Theory Conference
Executive Committee, America Physical Society – Division of Plasma Physics (1997-2000)
Cyclone Team Leader, a study of the physics basis of transport predictions for ITER (1997-2000)
Executive Committee of the Numerical Tokamak High Performance Computing Grand Challenge (1997-2000)

Recent Journal Articles
1."Simulation s of turbulence transport with kinetic electrons and electromagnetic effects from the Summit
Framework",     Y. Chen, S. E. Parker, B. I. Cohen, A. M. Dimits, W. M. Nevins, D. Shumaker, V. K. Decyk, and J.
N. Leboeuf, Nuclear Fusion 43, 1121 (2003).
2."A d f particle method for gyrokinetic simulations with kinetic electrons and electromagnetic perturbations", Y. Chen and S.
E. Parker,  Journal of Computational Physics 189, 463 (2003).
3."A gyrokinetic ion zero electron inertia fluid electron model for turbulence simulations", Y. Chen and S. E.
Parker, Physics of Plasmas 8, 441 (2001).
4."Massively parallel three-dimensional toroidal gyrokinetic flux-tube turbulence simulation" , C. C. Kim and S. E.
Parker, Journal of Computational Physics 161, 589 (2000).
5."Electromagnetic gyrokinetic-ion drift-fluid-electron  hybrid  simulation" , S. E. Parker, Y. Chen, and C. C. Kim
Computer Physics Communications 127, 59 (2000).
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Gregory Rewoldt

PPPL

Dr. Gregory Rewoldt is a Principal Research Physicist in the Theory Department at PPPL. He was a visiting scientist
at Nagoya University, Japan and a visiting scientist at Kyoto University, Japan (1986).  He was a Lecturer with Rank
of Associate Professor in the Princeton University Department of Astrophysical Sciences.  He is a fellow of the
American Physical Society.  He is the author of many publications in refereed journals. His research interests include
kinetic instabilities in tokamaks and stellarators. He graduated with a B.S. with Honor in Physics from the California
Institute of Technology in 1970. In 1974, he received a Ph.D. in Physics from the Massachusetts Institute of
Technology.
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Weixing Wang

 Princeton University, Plasma Physics Laboratory
Theory Division MS28
Princeton, NJ 08543
Fax: (609) 243-2609

E-mail: wwang@pppl.gov

Education
Ph.D. in Plasma Physics,   Graduate University for Advanced Studies,  Japan, 9/1996

                            M.S  Graduate School of Institute of Applid Physics and Computational
                                     Mathematics, Beijing, China, 7/1989

                            B.S.  Department of Physics, Changsha Institute of Technology,   Changsha, China,  1984

Work Experience
Research Physicist,
Princeton University,  Plasma Physics Laboratory (10/2002-current).

Associate Research Physicist,
Princeton University, Plasma Physics Laboratory (5/2001-9/2002).

Postdoctoral Research Fellow,
University of California, Irvine, 8/1999 - 4/2001.

COE (Center of Excellence) Research Fellow,
National Institute for Fusion Science,  Japan, 4/1997 - 3/1999

Research Associate
Department of Fusion Science, School of Mathematical and Physical Science,

                            Graduate University for Advanced Studies,  Japan,  10/1996 - 3/1997

Researcher,
Institute of Applied Physics and Computational Mathematics,  China, 8/1989 - 9/1993

                            Researcher,
Institute of Applied Physics and Computational Mathematics,  China, 8/1984 - 6/1993

Member of the American Physical Society

Research Interests
plasma turbulence and transport; collisional transport of toroidal plasma;

                            plasma kinetic simulation, physics of laser plasma interaction
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9.   Letters of  Support and letters of intent

March 23, 2004

Dr. W. W. Lee
Theory Department
Princeton Plasma Physics Laboratory
Princeton University
PO Box 451
Princeton, NJ 08543

RE: Support for SciDAC Proposal

Dear Dr. Lee,

On behalf of the National Energy Research Scientific Computing (NERSC) Center at Lawrence Berkeley National Laboratory
(LBNL), I am writing to express my support for your SciDAC proposal for establishing a “Center for Gyrokinetic Particle
Simulation of Turbulence Transport in Burning Plasmas.”  From the description provided for your project, it is clear that you
and your Co-PI’s are actively utilizing the most modern tools in computational physics, applied mathematics, and computer
science as well as the most advanced computer hardware.   For example, the active participation of Professor David Keyes, PI
of the SciDAC ISIC for Terascale Optimal PDE Simulations, as a co-PI on your project is a strong testimonial to this point.
Moreover, the Gyrokinetic Toroidal Code (GTC), the major code featured in your proposal, is also the Fusion Energy Science
representative in NERSC’s benchmark suite for assessing advanced computational platforms such as the Earth Simulator
Computer (ESC) in Japan.  This has been a very productive collaboration, which is much appreciated.

The proposed activity is exciting, the team of investigators is outstanding, and your application will certainly stimulate
continued development of revolutionary computational and computer science technology. The effort promises to lead to major
breakthroughs in key areas of modeling plasma physics, and will strengthen interdisciplinary cooperation and new research
opportunities in computational science. I am looking forward to NERSC’s continuing interactions with the GTC project in
particular and, more generally, with your SciDAC Center for Gyrokinetic Particle Simulation of Turbulent Transport in
Burning Plasmas, and wholeheartedly endorse the objectives of the proposed SciDAC proposal.

Sincerely,

Dr. Horst D. Simon
Associate Laboratory Director for Computing Sciences and
Director, National Energy Research Scientific Computing (NERSC) Center
Lawrence Berkeley National Laboratory
One Cyclotron Road, M/S:  50B-4230
Berkeley, CA  94720
Tel: 510.486.7377
Fax: 510.486.4300
E-mail: HDSimon@lbl.gov
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