» Development of Scientific Visualization Capability.
« Evaluation of Computational Hardware.




Reusable code modules are submitted to the
National Transport Code Collaboration (NTCC) ModulesLibrary,
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* PPPL reviews modulesubmitted by NTCC collaborators
* locus for preservation of standards conformaugcy code
 TFTR data analysis suite (Ufiles, Sqlib, ...)
* Jsolver
* Od predictive transport models
* locus for generallyiseful tools




* used outside fusion
* Portability tools --
* fpreproc-- cpp-based fortran pre-processor
* portlib -- standardized interfaces to OS functions
« ftoken-- REAL*8 convertor, declaration generator, ...
* tools used to poitMEC, ORBIT-* and others to workstations.
» used by small projects without direct CPPG intervention.




* MDS+ & TRANSPdata access libraries

» Guiding philosophy-
» CPPG priorities set by programmatic needs
* high software engineering standards, always
 reusable components published via the Modules Library




NTCC Modulesarein preparation for generalized accessto MDS+
experimental resultsdata, and to TRANSP analysis results.
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eplasma current diffusion
*beam heating

*RF heating / current drive
eatomic physics

«fusion reaction rates
sparticle, energy balance
emomentum balance




TRANSP daemon
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» TSC — continued support for premier free boundary code.
* NTCC —
* Goal: extract all major physics modulesfrom TRANSP & TSC
* Goal: nationally integrated modeling effort:
» Make use of physicslegacy of existing codes
» Avoid undue dependence on legacy code frameworks.
* Goal: standard methodsfor accessing modeling results data.




Common Software for: data visualization,
database generation, post-processing....

Internet =




* Making it Practical —
» Venue for presentations and seminars.
* Venue for working group meetings (e.g. theory M 3D group).
* Working environment:
e Individual researchers examining complex data.
» Debugging parallel applications.




* 6 node 12 processor unit under construction.
» 750MHz alpha-21264 — superior performance workstation

* Price/perfor mance competitive with Intel.

» High capacity for serial jobs.

» Good for low-N / modest communication parallelized codes.
» Debug stepping stoneto NERSC.

*Competitive with Cray-SV1 @ NERSC for serial vector codes.







