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Abstract — BP9.00092

D. McCune, R. Andre, E. Feibush, M. Gorelenkova, K.
Indireshkumar, C. Ludescher-Furth, L. Randerson, PPPL*, G.
Bateman, A. Kritz, Lehigh University, H St. John, General Atomics —
This poster describes the status of TRANSP code development and
run production operations. Production rates continue to climb as
new users are added; statistics will be shown, including utilization
of the recently added TRANSP MPI capability. Code configuration
for between shots analysis is now possible, and is being used in
the NSTX control room. There have been significant developments
In free boundary modeling capability (Isolver), RF component
physics options (GENRAY, CQL3D, TORIC), and fast ion modeling
(NUBEAM); separate posters will cover the NUBEAM and RF
component improvements in detail. Status of TRANSP predictive
modeling capabilities and development efforts (PTRANSP) will be
described. A new method for making use of TRANSP output
archives, via SWIM SciDAC Plasma State files, will be presented.

*PPPL work performed under auspices of DOE contract DE-AC02-76CH03073
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Some Related Posters

« BP9.00094 (this session) — TRANSP RF modules

* BP9.00095 (this session) — PTRANSP development

» GP9.00142 (Tues. morning) — Plasma State applications

* GP9.00143 (Tues. morning) — Going beyond Plasma State

» JP9.00055 (Tues. afternoon) — NUBEAM on GPUs

* NP9.00002 (Wednes. morning) — PTRANSP ITER modeling

* PP9.00040 (Wednes. afternoon) — TRANSP/NUBEAM on MST RFP
* UP9.00054 (Thurs. afternoon) — Fast ion diffusion modeling

& Oral Presentations

* N04.00012, free-boundary NSTX modeling (TSC/TRANSP)
» X04.00008, ITER PTRANSP simulations (TSC/TRANSP) steady
state and hybrid discharges.
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TRANSP: Vision Statement

Provide a comprehensive
end-to-end modeling
capabillity for magnetic
confinement fusion energy
experiments of today and
tomorrow.
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Traditional TRANSP: Overview

Experiments (Asdex-U, C-Mod, DIII-D, EAST,

@ ITER, JET, KSTAR, MAST, NSTX) MDS+
. 20-50 signals {f(t), f(x,t)}
-/ v PrAe"”;'”"?“y dzta Plasma position, Shape,
Diagnostic . nalysis an » Temperatures, Densities
Preparation
Hardware arael P omated Field, Current, RF and
(largely automated) Beam Injected Powers.
Pre- and Post-processing /
at the experimental site... MDS+ |
: : : : TRANSP Analysis*:
: i At Experiment simulation | ——
Visualization gutput Database T Current diffusion, MHD
L oad Relational | ~1000-2000 signals 5 eqw_llbrlum, fast |o_ns,.
5 | (1), F(, )} : heating, current drive;
Databases 7 power, particle and

; _ - : momentum balance.
Detailed (3d) time-slice physics |

simulations: GS2, ORBIT, M3D... *FusionGrid TRANSP
| on PPPL servers
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Run Production and Support

The PPPL TRANSP Team
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PPPL TRANSP Run Production*

8000

7000

6000 FY-2005

5000 mFY-2006

4000 FY-2007

3000 mFY-2008

2000 FY-2009**

1000 mFY-2010**
0

Run Production:; 7028 runs in FY-2010

*Not shown in graphic: approx. 1000 runs/year at JET
**in FY-2009, 59 NUBEAM/TRANSP MPI production runs, up to 16p.
**In FY-2010, 165 NUBEAM/TRANSP MPI production runs, up to 32p.
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TRANSP Fusion Grid SERVICE
FY-2005 - FY-2010

8000 1 | ONSTX
7000 B MAST
6000 | ®mDIII-D

O -
5000 Asdex-U

= C-Mod
4000 mITER
3000 BJET
2000 OEAST
1000 - mHL-2A

o 7 | OMST&...

Total Runs, by Tokamak

25031 Total Runs over 6 years
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To Run MPI NUBEAM...

 |n Namelist, set:
— NBI_PSERVE =1

« Command line job setup as before
— tr_start <runid> [tshare]
— It will ask you how many CPUs (Np)?

— Note: Np > 16 likely to result in long queue
wait.

e |n the near future:
— NTORIC_PSERVE =1 will be avalilable.
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FY-2009 PPPL TRANSP Team

Name TRANSP [PTRANSP | SciDAC | Other
R. Andre |75% 15% 10%
Marina G. |100%

Kumar 65% 35%

McCune 35% 9% 28% 28%
~elbush 25% 30% 45%
_udescher |80% 10% 10%
Randerson |50% 50%
Total FTE |4.3 0.24 1.03 1.43

Color code: Physics, Visualization, Engineering/ Operational Support

~PPPL
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A Cautionary Note for FSP

* Production support very labor intensive!

 Immediate user needs take precedence.

— FTEs for long term development = Total FTES
ess FTEs for support at best.

— It’s worse than this, due to nature of support:
 Repeated interruptions;
 Numerous short term, urgent, unplanned tasks;

e User’s research dependent on speedy completion;
« Highly disruptive to long term planning and effort.

* Long term code development suffers.
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Staff Time Utilization

* Long term code development projects:
50%
e Short term operational tasks: 50%
— Production system support
— Troubleshooting
— User support
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Recent Improvements

Physics Code Development
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What's New: RF Modules

e Detalls: see Kumar’s poster BP9.00094.
« ECH/ECCD GENRAY avallable.
 Time dependent aiming of ECH launchers.

e Long standing bug fixed: TORIC current
drive— kudos to John Wright.

— Fix Iinstalled in “tshare” production system.

« TORIC MPI demonstrated 30x speedup
— New MIT solver, high resolution (255 modes).
— Need new PPPL machines for production.
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What's New: NUBEAM

 Developments in progress for beam halo:

— 1d thermal halo model (FRANTIC) inside
NUBEAM with ADAS cross sections.

— Charge exchange fast neutral source
distribution function

— Independent statistics control of Monte Carlo
charge exchange fast neutral tracks.

— 3d halo design based on “beam in box” beam
aligned Cartesian grid.
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NUBEAM Fast lon Diffusion

o Df(r,E,t) Ufiles available now in TRANSP:

— Pitch variation: Df separately for categories:
e Deeply trapped
« Barely trapped
« Barely passing co/ctr (for co=ctr omit ctr data)
e Deeply passing co/ctr (for co=ctr omit ctr data)
e Generalized diffusion operator (random

walk with {E,mu} conservation).
e Tool for study of diffusive fast ion transport.
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TRANSP Isolver

« TRANSP Isolver is a free boundary, f90 based

equilibrium solver derived from Jon Menard's IDL based ~ 's0VerWith NSTX Passive Structures

Isolver code. s i
« Currently supported on the Tokamaks: limiter
« NSTX, D3D -- Coils and Passive X po?,ﬂg
Structures Bounding Point (O
. ITER, MAST, EAST -- Coils Only Feedback Toimis

. Several modes of operation are available and planned
« Least Squares

- Boundary is prescribed, coil currents adjusted to best match the
boundary. Operates like standard TRANSP fix boundary solvers. —

« Applied Coil Currents Only N

- Measured coil currents are directly used in the solution

. Applied Coil Currents with Passive Structures

- The current induced in the vacuum vessel and other passive structures
included in the poloidal field. Passive structures may include toroidal
cuts.

« Caoail Currents driven by power supply
- Measured coil currents drive power supply circuit

. Poloidal Field Diffusion coupled to equilibrium solution. To Be Done

. Plasma current evolved in equilibrium solution as driven by ohmic 0 05 1 15 2
coils. To Be Done R (m)



Isolver Circuit Model

« Circuit drives each coil

« Selection of circuit parameters determines coill
type (field coil or passive) and drive.
. Passive Structure: no sources, Rs=0
« Current driven PF coil: Ip nonzero, Rs=infinity 7
. Voltage driven PF coil: Ip=0, Vs, Rs set by power ()%
supply T-
« Cross coupled coil resistance RKj allows the
modeling of toroidal cuts in passive structures.

. A feedback current source can drive several

Power Supply

Circuit Model

' __ Coil

T TN

coils to keep the plasma centered. A similar Vertical/Horizontal Feedback

voltage feedback can be added to Vs.

« Isolver advances the coil current in time
through the loop current circuit matrix.

R R 1 — plasma
VerT+m- I o, 0"
dt dt

. Balance equation checks error in time step.

d

1 - . R dl/—jplasma ~ _ -
E[EI-M-I}—I-{V—ZnT}—I-R-l %FPP[
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Isolver NSTX 124379 -- Coils Only

Isolver driven by TSC outputs and compared with TSC results.
This run does not contain passive structures.
Current feedback on pf3u,pf3I for vertical and pf5 for horizontal centering

Comparison of TSC and Isolver Coil Currents
with Feedback Control for NSTX 124379,
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(A)

Isolver D3D 104276 — Coils and Vacuum
Vessel

« Isolver compared to TSC with vacuum vessel currents.

« Some deviation in shape possibly due to error in interpolating pressure

Isolver with D3D Vessel and Internal Structures
Comparison of TSC and Isolver Vessel Currents for D3D 104276
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PTRANSP

e Coppi-Tang transport model added by
Lehigh group.

* Multi-mode model upgrade applied by
Lehigh group.

« KAPISN NTCC module installed.

« GCNM-P solver tested using PTRANSP
generated Plasma State pairs.
— DIII-D code made available to PPPL
— Installation on hold pending new hire.
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Operations Improvements

Data handling, visualization, GUIs.
ElVis, Plasma State
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Between Shots TRANSP Service

1. Graphical User Interface

Set up TRANSP run
from Java applet.
Runs in browser P
authenticated to PPL. | —
Sends requests to data 7
prep system on cluster.
Receives graph data.

Submit TRANSP run.

User enters NSTX shot number

Eliot Feibush

—

R
quUESts

G,
ra,oh Da{
Q

Multi-Tier Architecture

Distributes Functionality

éigﬁalé rétrié'\red from
MDSplus database for a
recent shot on NSTX.

Prepare time slice or time
dependent TRANSP run.
Physicists can visually verify
input data shown in graphs.

http://w3.pppl.gov/elvis

Nov. 8, 2010

Examine multiple f{x,t) flux
surfaces with time-indexed
animation.

Y

)

4

Namelist editor to check and
modify parameters not in GUI.
Submit run to production system.

Between Shots TRANSP Web Service

Robert Andre

2. Web Server

Access from anywhere on Internet.

Receives requests from TRANSP client.
Forwards service requests through PPL
firewall. Returns graph data for display.

<= Firewall -}----

3. Portal Server

Register sessions.
Manage credentials.

Credentials \

t

4. myProxy Server

X.509 Certificates
Convenient for user:
Enter name and password instead of
managing files.

Christiane Ludescher

Stanley Kaye

—=PPPL

Douglas McCune

!

Python
Interpreter

ElVis Java
API

Command Line I/O Controller

5. Compute Service

Pseudo-Terminal
Special I/O channel that suppresses buffering.
Sends interactive commands entered by user to
the Python interpreter.

TRANSP Data Prep System

Python interpreter processes command lines
received from client. Invokes class methods that
extract shot data, create graphs, compute input
files, and submit TRANSP run. Commonly used
functions are assigned to buttons in user
interface. Advanced users can enter command
lines or invoke scripts to access more features
and prototype new interfaces.

Jython (Java implementation of Python) enables
integration with ElVis Java API.

=t
TRANSP =
Input Files User
L Files
p————

6. Experiment Data

MDSplus Database
Acquired Shot Data
_Processed EFIT Data

M Pk €

ST

Monitor & view
TRANSP run:

_| Neutron emission

[

Energy density

Diffusivities

7. TRANSP Run System

Transport analysis program calculates plasma
transport properties based on selected shot. Time
slice or time dependent cases are run. Advanced
users can edit the namelist for specific results.

TRANSP results typically available within 5 minutes

after job submission. Processed by production
system on PPL compute cluster.

Physicists can adjust operating parameters

of subsequent shots based on TRANSP
runs of prior shots. Examine local
changes of computed values.

Physics calculations validate diagnostics
acquired from experiment.

~PPPL



Data Preparation Performance

e In 2010 about 40 NSTX btw shots TRANSP
runs using Elvis Java (l.e. sporadic use).

e The between shots effort motivated:

— Major (factor of 3) improvement in data prep
speed on NSTX, benefiting all analysis runs.

— A factor of 2 speedup in EIVis graphical
displays of TRANSP analysis input data.

 General help to NSTX TRANSP analysis.
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Other ElVis Java Applications

* Reflectometry diagnostic simulation
service
— Users at MIT, UC-Davis and Postech-Korea
— 100s of runs
— TRANSP time slice or constructed input.

« TRANSP results extraction and
visualization:
— Plasma State files for MHD stability analysis.
— Viewing of TRANSP results (e.g. EIVis-rplot).

o Visit: hitp://w3.pppl.gov/ElVis ...
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http://w3.pppl.gov/ElVis�

Utilization of Plasma State

FSP Components:
TRANSP executable + Plasma State <=——= NUBEAM, GENRAY

CQL3D, TORIC, ...

TRANSP Data " :
Archives (MDS+) trxpl executable Single Plasma State

*or via subroutine library

Plasma State time series First Principles Analysis
« MHD stability (PEST, M3D...)

» Transport (GYRO, GTC...)
Advanced time dependent simulation » Diagnostic simulation, etc.

e Now: TSC, SWIM IPS
e Soon: FACETS

» Possible: CPES, FSP... See: GP9.00142, Tues. morning
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1d Transport Solver Compatible
with PTRANSP, FSP, SciDACs...

Control Object(s):

» Choice of Solver

» Choice of Transport Models
» Options

PO: Plasma State @10
» Past time step geometry
» Past time step profiles

P1: Plasma State @t1l

* Nnew geometry

* new input profiles
e missing profiles =>
equations to solve
* new boundary conditions
* sources (heating, fueling).

Nov. 8, 2010

N1OIN
|

Collection of
transport models:
* NCLASS
 GLF23

* MMM95

* MMMOS8
 TGLF

e etc., etc.

TRANSP
driver works,

solver

New profiles

prototype

2 ||aINpo 4aAj0S B|geHod

under
construction

SPPPL



Summary

e Continued heavy research production use
of TRANSP and PTRANSP.

e Continued Active Development Program
— RF modules
— NUBEAM
— Free boundary MHD equilibrium

— Data handling and operations
e Plasma State, EIVis

— Testing of ScCIDAC / FSP components
e Source models, transport solvers, ...
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