2nd DRAFT CPPG (TRANSP/PTRANSP) Planning Meeting Input – Dec. 8, 2010.
CPPG staff with TRANSP/PTRANSP responsibilities:

	Name
	Major Responsibilities
	Remarks

	Rob Andre
	Free Boundary TRANSP; triage leader
	Family leave in October

	Eliot Feibush
	ElVis services including between shots TRANSP – Java & visualization expert
	(30% TRANSP-related, 70% other)

	Marina Gorelenkova
	NUBEAM developer; triage worker
	Family leave – Nikolai’s accident

(now back part time).

	K. Indireshkumar
	RF module developer; triage worker
	Resigned, effective Dec. 16, 2010

	Tina Ludescher-Furth
	TRANSP production system, user support
	Also supports NTCC and TRANSP builds on and off site.

	Doug McCune
	TRANSP group leader; triage assistance where feasible
	35% FSP, 15% CPPG lead, 20% FSP SciDACs, 30% TRANSP

	Lew Randerson
	TRANSP production system (remote user access & authorization)
	Retired, effective Oct. 1, 2010, Tina took over offsite user support.

	Xingqiu Yuan
	Predictive transport model development
	New Hire, awaiting H1B visa.


CPPG staff (theory assignments): Jin Chen, Stephane Ethier

Budget Information FY-2011 (approximate):

	Name
	NSTX
	Tokamaks
	FSP/SciDACs

PTRANSP
	CPPG-3120
	CPPG-5220

	Rob Andre
	0.70
	0.25
	0.05
	
	

	Eliot
	0.15
	0.15
	0.30
	0.25
	0.15

	Marina
	0.35
	0.25
	0.25
	0.15
	

	Kumar
	0.20*
	0.45*
	0.35*
	
	

	Tina
	0.50
	0.45
	
	0.05
	

	Doug
	0.15
	0.15
	0.55
	
	0.15

	Lew (new hire sought)
	0.10*
	0.20*
	
	
	0.10*

	Xingqiu (visa pending)
	
	0.25*
	0.50*
	
	0.25*

	Totals
	2.15
	2.15
	2.00
	0.45
	0.65

	FY-2010
	2.15
	2.15
	1.27
	0.25
	0.53


*to be under-spent due to resignation, retirement, and/or hiring delay.

Status of projects; near term plans:

Free Boundary TRANSP (Rob Andre CE):
· Schedule compared to Nov. 12, 2009 meeting estimates—1.5 months behind (this is actually quite good).

· Coding complete on 4 of 5 phases of S. Jardin plan.

· Testing complete on 3 of 5 phases – very good benchmark results with TSC.

· The final major technical hurdle (tight coupling of flux diffusion and free boundary MHD equilibrium solution is well under way.
RF Modules (Kumar CE):
· Schedule compared to Nov. 12, 2009 meeting estimates—6 months behind (many reasons, mainly to do with unreliability of RF modeling tools, as far as we’ve been able to figure out how to use them; we are very reliant on non-PPPL codes).
· TORIC:

· 96p MPI TORIC demonstrated on kruskal.pppl.gov; 30x speedup, turnaround reduced from 6 weeks to 1.5 days.

· Of all PPPL MPI cluster systems, only Kruskal (Infiniband) is workable so far; we were able to use it there for testing but it is not readily available for production use.

· Need home for production runs— plan to investigate NERSC; possible use of SWIM SciDAC framework for TRANSP deployment.
· Could then run concurrent TORICs for multi-antenna full n_phi spectrum cases.

· Could use ~1000 cpus in parallel.

· But: it wouldn’t be easy to make this reliable as a well supported user service.
· With Kumar’s resignation, there is no one presently available to work on this.

· Bugfixes: TORIC current drive, occasional crashes related to input data (continue to fix).

· GENRAY:

· Ported into TRANSP system build.
· Self tests work (a few code changes to be sent back to Bob H).
· These cover ECH/ECCD, LH, EBW, HHFW.
· Deployed in TRANSP for ECH/ECCD – available; some differences with TORAY in current drive.

· Need physicist help to study TORAY/GENRAY differences.

· Matching TORAY/GENRAY input datasets can be generated from archives of TRANSP ECH/ECCD runs (technical basis for benchmarking).
· Tested for LHCD using CMod data (not yet reliable enough for production).
· Code is sensitive to equilibrium and/or profiles; numerous hard arithmetic crashes (“floating point exceptions”).
· Plan: continue to develop and test and debug; consult with authors.
· Bring in CQL3D for LH.

· Plan attempt to work on HHFW after GENRAY/CQL3D working reliably for LH.

· CQL3D:

· Ported into TRANSP system build.

· One self test works, out of three.
· A major new version of CQL3D is expected to be available soon, which we need:

· Up-down asymmetry of flux surfaces.

· Multiple fast ion species.

· Fully implicit solver combining transport, RF and collision operators.

· Not released yet by Bob H., Comp-x.

· Plan to make work with GENRAY/LH.
· Plan to make work with GENRAY/HHFW (after LH is working).

NUBEAM (Marina CE) (related to 3d Halo model development):
· Schedule compared to Nov. 12, 2009 meeting estimates—4 months behind (many reasons, mainly to do with difficulty of problem being greater than we realized at start of project).

· ADAS for H0/D0/T0 beams: completed.

· ADAS option for FRANTIC thermal neutral transport: completed.

· 1d Halo neutral transport (FRANTIC/ADAS) absorbed into NUBEAM: completed.

· (We realized both 1d & 3d treatments need to be under direct NUBEAM control).

· Charge exchange distribution function; independent control of charge exchange neutral track statistics: done.

· (This is required for 3d halo statistics).

· Selected “beam-in-box” 3d Cartesian space as data locations (one for each selected neutral beam) for halo model data.

· Halo development plans:

· Identify all neutral species to be tracked, and quantities of interest:
· Injected neutral beam, partially slowed fast ion CX neutrals, thermal neutrals.

· Density, select velocity distribution moments.
· Identify all neutral sources:

· Neutral beam itself, fast ion CX with beam, thermal ion CX with beam.
· Fast ion CX with fast neutrals other than beam, thermal ion CX with fast neutrals other than beam.

· Fast ion CX with thermal neutrals in the halo, thermal ion CX with thermal neutrals in the halo.

· Identify all atomic physics processes to be considered:

· Do CX generated partially ionized impurities need to be tracked in the halo?

· Is neutralizing CX of fast beam ions with partially ionized impurities important?

· Develop MPI parallel Monte Carlo model for tracking all sources and species.
· Develop mechanisms for data output and modes of use for diagnostics simulation.

· Long period of testing and debugging will be needed.

· Higher level of MPI parallelization likely to be needed for 3d model.

NUBEAM (other):

· On schedule.

· Improvements to capture and post-processing of fast ion distribution and fast ion source distribution data (get_fbm); get_fbm bugfixes: done.

· Fast ion diffusion vs. (pitch, energy, radial flux coordinate): done.

· Used by Heidbrink and others to explore theories of TAE induced losses.

· Informal feedback: forward modeling from prescribed 3d diffusivities may not be enough.

· NUBEAM development plans:

· Possibly add a radial transport velocity vs. (pitch, energy, radial flux coordinate) to go along with diffusivities already provided.
· Discussion, some interest at 2010 APS w/post-doc from Heidbrink’s group.

· Long term: couple ICRF wave fields when RF SciDAC or FSP research provides the means.
· In general: continue responsiveness to concerns of research users.

Between Shots TRANSP for NSTX:

· On schedule.

· Develop fast, automated data preparation and data analysis for NSTX use: control room between shots or later: done.

· Develop ElVis GUI to run automated system: done, but not routinely used.

· Factor of ~3x speedup of data prep has been very handy (physicist access via scripts).
· Greater automation of data prep has been handy.

PTRANSP:

· Low level activity, no schedule.

· D. McCune experimenting with a modular Plasma State based solver framework:

· This includes a density solver.

· Testing with simplified ad hoc models.

· Intended as code base for Xingqiu Yuan when he arrives—Plasma State based transport solver can be shared between PTRANSP, TSC, and future SciDAC or FSP projects.

Support for TSC and SciDACs:

· Technical opportunity not explored in Nov. 12 2009 planning meeting.

· Now standard method for importing coil currents and magnetic data into TSC from experimental database

· Detailed Plasma State time slice data now conveniently extractable from TRANSP archives:

· TRXPL – client server, communication between separate processes.

· TRXPL2PS/trxplib – callable subroutine library:
· Uses more memory but avoids client-server data waits.

· Requested by FACETs SciDAC.

· Convenient means of access to a representation of the experimental data.

· TSC and SWIM project are making use of TRXPL plasma states now.

· NSTX 
· Jardin/Breslau used for n=1 mode stability analysis: TSC/NUBEAM & M3D.

· Jardin/Sayer used for TSC Disruption Halo current ITER contract
· DIII-D

· S. Jardin and R. Budny performed DIII-D TSC magnetic calibration simulations.

· Now using to model DIII-D ITER startup experiments with TSC

· TGYRO project (at GA) also now using TRXPL extracted TRANSP time slice Plasma States for turbulent transport studies:

· Plasma State definition modified at J. Candy’s request to include transport profiles for individual plasma species;

· TRANSP output modified at J. Candy’s request to include more details on neutral gas sources so that these could be used to populate Plasma State datasets.

Production system:
    Fiscal Year: 2010
TRANSP run production FROM: Oct.  1 2009  TO: Sep. 30 2010

       (CPU Time of mpi runs is ~walltime of all cpus)

 DEVICE      Runs     CPU Time   Success   Failed  Crashes  MPI Runs

 ------      ----     --------   -------   ------  -------  --------

  AUGD       1646     6616.353      1508      138      140        4

  CMOD        391      851.985       374       17       24        0

  D3D         946     9295.177       901       45       58       51

  EAST        548     2140.233       546        2       13        0

  HL2A         65      138.178        63        2        3        0

  ITER        396    63641.465       360       31       54       16

  JET         111     1144.061       103        7       10        6

  MAST        853     3372.336       780       70       75       42

  MST         291      175.727       147      143      144        3

  NSTX       1781    19210.309      1755       26       33       43

  TOTAL      7028   106585.828      6537      481      554      165

· Utilization rates continue to climb:

· 7028 total runs in FY-2010, vs. 5135 runs in FY-2009, a 37% increase.

· 554 crashes in FY-2010 vs. 411 in FY-2009, a 35% increase.

· ITER simulation contracts were supported.

· Production system support  still very time consuming:

· This process ensures research productivity of TRANSP use;

· It results in detection and repair of defects;

· It consumes about 50% of labor of current TRANSP staff;

· If staff is reduced by one (i.e. Kumar is not replaced) this rises to ~60%.

· Impacts  all development projects.

· Year-over-year production trends shown in figures below.

Additional Issue: Preservation of TRANSP Archives…

· TRANSP run author consultation required to identify “best” TRANSP runs.

· There are 10s to 100s of TRANSP simulations to choose from, for the “best” shots.

· TRANSP authors will retire, or otherwise not be available for consultation, for older shots.

· E.g. results from TFTR.

· This will result eventually in loss of usability of the data.

· We have no plan to address this.

· A realistic plan would require physicist-author participation and engineering support.

· E.g. establish a “best runs” database for shots 5 years old or older.
TRANSP/PTRANSP Run Production Data:*


[image: image1.emf]0

2000

4000

6000

8000

Run Production: 7028 runs in FY-2010
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*Not shown in graphic: approximately 1000 runs/year at JET production facility.
**In FY-2009, 59 NUBEAM/TRANSP MPI production runs, up to 16p.

**In FY-2010, 165 NUBEAM/TRANSP MPI production runs, up to 32p. 

FY-2005 to FY-2010 (6 years) TRANSP run production, by tokamak:
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				FY-2005		FY-2006		FY-2007		FY-2008		FY-2009**		FY-2010**

		Run Production: 7028 runs in FY-2010		1401		2777		4012		4678		5135		7028

		Category 2		2.5		4.4		2

		Category 3		3.5		1.8		3

		Category 4		4.5		2.8		5

				To resize chart data range, drag lower right corner of range.
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