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A novel CG, laser-based tangential imaging diagnostic was completely calibrated and the system
was tested on CDX-U plasmas. It was shown that localized, two-dimensional images of the plasma
electron density fluctuations in the tokamak core can be obtained from a tangential imaging beam
[E. Lo, J. Wright, and R. Nazikian, Rev. Sci. Instrué, 1180(1995]. A variation of the Zernike

phase mirror is used. Test measurements made on sound waves verify that the system will image
phase variations placed at the object plane. An absolute sensitivity1of10" cm™%/\/Hz was
determined. A series of plasma measurements made on CDX-U is described. Results show that the
plasma fluctuations are two to three orders of magnitude above the noise floor of the diagnostic. It
is also verified that a high-pass cut-off wave numifiesm ~1 to 8 cm %) for the fluctuations can

be selected by translating the phase mirror. The density fluctuktigmectrum is measured and
found to peak at=1-3 cml. © 1997 American Institute of PhysidS0034-67487)00202-5

I. INTRODUCTION sents plasma is clearly provided by observation of sawteeth
which were correlated with soft x-ray emissions. Cutoff of

A novel CG, laser-based tangential phase contrast imagthe plasma signal as the phase mirror was scanned provided

ing (PCl system was developed on the current drivethe second verification. The plasma density fluctuation

experiment-upgradéCDX-U) tokamaR to measure two- spectrum can be high pass filtered using the phase mirror,

dimensional images of density fluctuations. Unlike other PChyith the cut-off wave number set by the phase mirror posi-

systems;*the laser beam is passed horizontally through thejon. An approximate measurement of tkespectrum was

CDX-U tokamak in an attempt to achieve a localized meapossible, with the significant finding that most of the fluctua-

surement. It was shown in earlier papershat, with the  tion power lies within range of the imaging system, i.e., from

proper phase mirror, recovery of an image of the densityl to 8 cmi' L.

fluctuation profile at the tangency plaftee plane where the

beam is tangent to the toroidal magnetic field INBsspos- || DESCRIPTION OF THE EXPERIMENT

sible. A successful “proof-of-principle” test of the diagnos- )

tic on CDX-U is desirable so that it can be used for transporf™ Optical layout

and confinement studies. The optical layout of the system is shown in Fig. 1.
Each of the instrumental components of the system wasfirrors M1-M5 propagate the first half of the beam a dis-

characterized, which then permits calculation of the systenfance of~8 m, which removes much of the scattered light

responsivity and absolute sensitivity. Methods used for locatfrom the beam and improves the purity of its TEMnode.

ing the image plane, required for accurate imaging, are disA telescopic arrangement of two lenses L1 and L2, with

cussed. The final method involves a measurement of beafacal lengths of—10 and+50 cm, respectively, expands the

diffraction that demonstrates the close-to-ideal performancgeam by a factor of 5. This two lens expander is much easier

of the diagnostic. Extensive tests of imaging using soundpo align, and less sensitive to misalignment than a previously

waves in air were done in order to prove that imaging ofused off-axis parabolic mirror. All optic apertures up to L2

phase objects is indeed occurring. Most important, the highsatisfy thed/w>4.6 criterion’ and thus are not expected to

pass wave number cutoff of the system, required by the loperturb the mode quality.

calization scheme, is verified. With the components of the Lens L2 significantly reduces the aperture of the ex-

diagnostic thoroughly characterized and its capabilitiepanded beam. The result is a circular beam with an intensity

tested, assurance is provided that plasma fluctuations can lBecrease 0&40% from its peak to the edge sightline. Beam

imaged. profile flatness is desired so that all of the sightlines will
The plasma measurements described in this article verifave roughly the same dc intensity on the detector elements.

two important components of the proof-of-principle. The Mirrors M6 and M7 steer the expanded beam through the

first is simply that the system sensitivity is sufficient for tokamak plasma to the objective lends).

plasma fluctuations. Despite the additional noise inflicted on  The object plane(labeled “O”) contains the density

the system by tokamak operation, the plasma signal is founfluctuations to be imagedj and is located midway between

to be at least two to three orders of magnitude above théne two steering mirrors. It occurs at the point of tangency

noise floor. A demonstration that the measured signal represetween the laser beam and the magnetic field linesB,),

and is also termed the tangency plane.

¥The abstract for this article was published in Rev. Sci. Instr68.689 To a first approximation, the beam at the objective lens

(1997. carries a projection of all the apertures and phase variations
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FIG. 2. Schematic diagram of the phase miri@. The laser beam focal
spot along with some highek, scattered componentsgb) the scattered
components on the gold side that is also phase shifted by 28°.

FIG. 1. Optical layout of the system.

between the objective and the expander lens, L2. The limit2Mounts to a scan of cut-off wave numbers, with mapping

- —1
ing aperture is the objective lens that has a 9.3(em in)  Keu=11.18 X; between the wave numbécm ) and the
diameter. phase mirror displacemefitm). The resultant transfer func-

The objective and eyepiece lenged) form an image of tion is a step function with a 28° phase shift between positive
the object plangi.e., the phase variations on the laser bpam and negative sidebands. Numerical simulations demonstrate

onto the image plane. The lenses are separated from eaHFf"t spatial filtering with this phase mirror will result in ad-
other by the sum of their focal lengths. A spatial filiphase equate recovery Of_ a plasma image.
mirror) PM1 is placed at the focal point of the lenses. This, Phase quctu_atlons pn the laser beam are converted to
arrangement produces a demagnified and collimated bealjténsity fluctuations, with a contrast enhancement fagtor
containing an image of the phase variations, at the objecS Shown by the following equation:
plane, onto the detecto(®1) at the image plane. The de- Al
magnification factor is=4.82, resulting in a beam diameter —=vyA¢, (1)
of =1.93 cm. The objective and eyepiece lenses Fourier
transform the projection twice, so that an inverted image ofyhereAl is the intensity fluctuation that results from a phase
the variations at the object plane is produced. fluctuationA¢, and! is the dc component akl. v is equal

The effect of the apertures on the imaging quality of theto 142 (1 — \/(2b%a?) —1), wherea? andb? are the reflec-
system can be thought of as a convolution of the spatiél or tivities of each half of the phase mirror, also marked in Fig.
spectrum of the object with an Alry function that representsp. a2 andb? can be specifie(ﬂby a choice of materials and
the spectrum of the limitingcirculan aperture. As this Airy  coatings to increase the contrast enhancement factor without
function is very well localizedi.e., the distance to the sec- altering the imaging properties of the filter. This may be
ond zero is less than 1 muthe effect of the apertures on the necessary in the case of a weak density fluctuation signal or
k spectrum of the light at the focal plane is expected to bey high noise floory is evidently maximized fob®=1 (i.e., a
insignificant. purely reflective surface such as gpldnd varies wita? as

In addition to the imaging optics, there is a water-cooledshown in Fig. 3. It can be seen that the contrast enhancement
shutter S1 that can block the beam, a Brewster stack BSdan be boosted significantly by reducia@ Reduction ofa?
used as a beam attenuator, an ultrasonic speaker SP1 useddgjnificantly below 5% may be undesirable, however, as then
calibration purposes, and a bolometer D2 used for monitorthe zeroth order of the laser beam is attenuated to levels

ing the total laser beam power. A 1.5 mW HeNe la$#X1),  comparable to its sidebands. The system responsivity, which
irises 11 and 12, and mirrors M12 and M13 are all used to

align the system.

R 10[
B. The spatial filter § 8 ]
o
The phase mirror is placed at the focal plane of the ob- 2 6 ]
jective lens, where it operates on the Fourier transform of the €
light distribution from the object plane. It consists of a 5-cm £ 4 ]
(=2 in.)-diam optic made of ZnSe, with one half coated with § h
gold and raised by 0.44m, for a phase shift o&28°. Fig- < 0
L

ure 2 provides a schematic diagram of the mirror. 00 02 04 06 08 10

The distance of the vertical step in the mirror from the Reflectivity (a?)
focal spot determines a high-pass wave number cuigff).
Moving the phase mirror in the horizontal direction thus FIG. 3. Enhancement factdy) vs reflectivity (a?).
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scales with the total beam power, will likely become moretaining the highest sensitivity possible to density fluctua-

vibration sensitive and inconsistent across the beam crog®ns.

section. The small signal ac voltage response of the detection
For the present experiment, bare gold and antireflectiosystem,AV, to an intensity fluctuationAl, is AV=G(dV/

(AR) coated ZnSe, yieldind?=1, a®=0.17, andy~1.6 dl)-Al, whereV and| are the corresponding dc quantities

were used. This phase mirror was most simple and inexperand G is the preamp gain. Maximum responsivity fluc-

sive to build, and calculations indicated that the resultingtuations thus corresponds to a maximum in the quantity

system sensitivity would be sufficient. (dvidl)(1/V), sinceAl scales with andG scales with V.
The V versusl curve for a sample detector element is
C. The laser shown in Fig. 4a). Saturation of the element.e., dV/dl

approaches zeyowith increasing incident intensity is evi-

A CO; laser operating at 10.6m provides a collimated  denced. The responsivity functioB(dV/d 1)1« (dV/d1)I1/V
and coherent light source for imaging. Good transversgg plotted in Fig. 4b) for the same element using the same
electromagnetid TEM)o, mode purity is obtainable, with axis, but with the values of the total laser beam power
a 1k radius of ~0.28 cm at the laser Output Couplel’. A (TEMOO mode shown. The responsivity drops rap|d|y as the
nearly confocal arrangement with an aperture placed on thgeam power is decreased below 0.5 W, but remains fairly
mirror is used to minimize interaction of the beam with the constant at its maximum value for powers above 0.5 W to at
edge of the laser bore. The linear polarization &8 lon-  |east 4 W. This flat and maximal response is fortituous since
gitudinal mode structure are measured as constant as long gsneans that the laser power is permitted to drift over a very
the mode qua“ty is maintained. The laser Output power iqarge range during an experiment without affecting ¢bp_
typically set(by adjusting the gas pressuite 7 Torr, which  timal) responsivity of the imaging system. An additional
results in approximatgl8 W of laser power at the output penefit is that the laser can be operated at relatively low
coupler, and 1.5 W of beam power at the detectors. Note thgdower levels that improves the safety of the experiment for
83% of the beam power is split off onto a bolometer at thethe yser.
phase mirror. The bolometer reading serves as a useful moni- aAs a reference, the responsivity function lies between
tor of the laser power level and mode quality. The laser is and 12 V in the optimal operating regim®% is

quite sensitive to thermal variations in the operating room~2x10' cmy/Hz/W, and the detector element responsivity
and needs significant readjustment approximately every 5 [ ~200 v/w2

of running time.

F. Data acquisition

D. The detection system The signal from the detection system is connected via

A 16-element, horizontal array of mercury—cadmium-—coaxial cable to a second stage preamplifE6&G model
telluride (MCT) photoconductors is used to detect the inten-M113) that has a gain ranging from 10 to 10 000 and a
sity fluctuations on the laser beam. MCT photoconductorslouble pole high-pass filter. The total gain over both stages,
were chosen for their high volts per watt response; they have
a bandwidth of 1 MHz. The elements are 0.5 mm square, and

spaced 1 mm apart, center to center, for a spatial resolution ‘>; g';g
of ~0.5 cm at the object plan@ccounting for the demagni- g :
fication of the system The array is mounted in a Dewar and o 050
cooled with liquid nitrogen to eliminate thermal noise. f;” 0.40F

Low noise, transimpedance preamps designed specifi- C; 030F 3o

. . <
cally for infrared photoconductorénodel KA-S5 manufac- T 0 006 o, oo
tured by Kolmar Technologies, Incare used for the first g 0-20¢ 0 0
stage of amplification from the detectors. The preamp gain is @ 0.10 : :
approximately equal to 4000/ whereV is the voltage drop 000 004 0.08 2 0.12
. - (a) Incident Intensity (W/cm?)

across a detector element. The gain has a typical value of
about 200. 30

Great care was necessary to avoid electrical pickup and ) ©
cross-talk problems. Shielded wire was used for all connec- 3 2ok ]
tions between the detector elements, preamplifiers, and bat- - ©
teries, and ground loops were eliminated where possible. The ° P o o o
noise floor of this system is determined by the preamplifiers. 2B o0 ° ¢ °8

It is measured to be~2.64x10 ’ V/\Hz (including the
preamp gain 0

G - dv/di
)
> 0
<
<o
<o
<o
<o

0 1 2 3 4 5
E. Performance of the detection system (b) Total Beam Power (W)
Operation Of_the det_eCtion SySte(iTe_-’_ de‘_teCtor _elements FIG. 4. (8) V vs | curve for a sample detector elemei) Plot of the
plus preampsat its maximum responsivity is crucial for ob- detector-preamp responsivity function vs total beam power.
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Al
T =vhe. @

(€ (e (9
0
@"" % -’ Finally, the beam forms an image on the detector plane
Jl =
(d) M

where the intensity variations are converted to a voltage sig-
nal. The voltage is determined by the detection system re-

@ (b sponsivity as described in Sec. Il E:

FIG. 5. Schematic diagram of the data acquisition syst@ntaser beam dv Al
with fluctuation profile;(b) 16-element photoconductor arrdy) 46 dB first AV=G|— 1| —. (5)
amplifier stage(d) 6 dB/octave high-pass filter stage) second 20—80 dB dl |

amplifier stage;(f) 4 LeCroy 6810 digitizers{g) Quadra 800 Macintosh

computer withLABviEw software. The overall system responsivity to density fluctuations at

the tangency plane can thus be written as

applied to the detector signal, is typically 10 000. High-pass 7 dv \/R\o
filtering is essential to remove the low frequency fluctuations -/ :G(m |0) Y71 N
in the laser output power caused by electrical pickup. The X
conditioned signal is then digitized by four 6810 moduleswhere the phase factor i has been removed by the phase
that are installed in a CAMAC crate and interfaced to amirror.

Quadra 800 Macintosh computer through GPIB. The 6810 Equation(6) shows how the system responsivity func-
modules have the capability to sample 16 channels at 1 MHZion depends on three independent instrumental factors. The
LAB VIEW software is used to control the digitizers from the latter two involve the phase mirror and the detection system,
Quadra, and also to provide real time spectral analysis of thand their values have been determined. Hemcés known
imaging data. The elements of the data acquisition systerind one can predict the system response to a given density or

(6)

for the experiment are shown schematically in Fig. 5. phase fluctuation:
19 AN(ky)
Ill. CALCULATING THE SYSTEM RESPONSIVITY AV~2.92X10 W~16.13A ¢. (7)
X

The responsivity of the syste) is its V/icm 2 gain Thi lculation i dtob . |
and it relates the amplitude of the voltage produced by the IS calcu ation Is expected to be quite accurgte as long
detection systemAV) to the amplitude of the density fluc- as the optical component of the system behaves ideally, that
tuation at the object plane\). Hence is, extraneous diffraction effects are minimized by a careful

) beam/optic alignment, and all of the optical surfaces have
AV=.7An. (2)  sufficient flatness so as not to disturb the phase front of the

7 can be readily calculated if each instrumental componenp€am-

of the system is well characterized. This procedure is more, Use of sound waves to determine .22
reliable than the standard method of imaging sound waves of
known amplitude that is also discussed. On€es known,
the absolute sensitivity of the imaging system can be dete
mined.

The responsivity of the system can also be measured
IL_Jsing sound waves. A sound wave radiation pattern is gen-
erated by a high frequency speaker placed to emit the waves

The tangential imaging system responsivity is governednto Lhe glI)DjiCth plane of thz Sy.séem'h.'lz |gl;lre ClDithJ)Wf the
by three factors that are common to all PCI systems. The firsﬁpﬁa_ er, t datFwas n;_gvet_ aside while t he ) trt)]asma
is the relationship between density fluctuations and the ling> P€INg Imaged. or callbralion purposes, however, the op-

integrated phase shift impressed on the outgoing laser bealj_ilnt.:al table is pulled away from the tokamak and the speaker

It has been showtrfor a tangential beam that the phase varia-' m_?rl:ntfd alotl)”lg the abject |;I]ane r;]]e;[]ked dot it f
tions are equal to the density fluctuations localized to the € faser beam passes througn the radiation pattern o

. . the speaker and is phase shifted by pressure variations pro-
t I Itipl transfer funct
ninrggg?%)p:;];éemu Iplied by a transfer functinin wave duced by the sound waves. The equation for the phase shift

is given by
Ag(ky) = nH(k)An(ky), () iz
where 7~2.97x10 2% and H(ky)=/(Ry/ky) xeSInkdim4, Adp=ko f An; dl, ®
R, is the major radius of CDX-U~0.37 m. %
It should be noted that this transfer function brings about 27kep [+20
a wave number dependence in the system responsivity that = NoRT fzo AP dl, 9

does not occur in standard, nontangential PCI systems. This
enhanced sensitivity to high wave numbérs., long wave- wheren;—1=KkspPRT has been usetgp is the empirically
lengthg, however, is an integral part of the localization determined Gladstone—Dale constant for AiP, is the pres-
scheme for this diagnostic. sure fluctuation of the sound wawue, is the index of refrac-
Second, the phase variations are converted to intensiton of air, andP, R, andT are the background air pressure,
variations at the phase mirror where a contrast enhancemeitteal gas constant, and background air temperature,
factor is applied, as described in Sec. Il B: respectively’ The z coordinate runs along the line-of-sight
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of the beamffigAPdl is measured by scanning a calibrated 108
microphone across the face of the speaker and along the

sightline where the laser measurement will be taker.if c i
free field microphongmodel 7016, purchased from ACO € . /
Pacific, Inc., was used for this purpose. 107 E

X
The system respons@y/) to the sound waves permits <
calculation of the instrumental factoiG(dVv/dl)I)y, and
hence system responsivity? [see Eqs(6) and (7)]. This e
procedure, however, was found to be unreliable: the diffi- 0 2 4 6 8 10 12 14
culty in aligning the laser with the axis of the microphone Wavenumber (cm™ ')

scan and the frequency responses of the speaker and micro-
phone produce large uncertainties in the resulting values fdfiG. 6. Absolute sensitivity of the diagnostitn(ky) min, vs wave number.
2. Lack of an isotropic speaker and lack of adequate room

in the experimental area prevented a laser measurement where the background densities,) are typically 2—% 10"
the sound wave far field that, for a spherical wave, can bem 3, andAn/ny~1% over a bandwidth of 40 kHz.
calculated with a simple equation. The simple equation that

has been used by other PCI experimentafistsyould likely  |v. IMAGE PLANE LOCATION

yield a more accurate result. However, for the present sys-

tem, the calculation af2 from instrumental factors is felt to The image plane is uniquely specified once the object

be adequate plane is fixed at either the plasma tangency plane or speaker
' é%cation. Inaccurate placement of the detector array at the

Sound wave measurements are useful for other purpos | It f and also in di .
where knowledge of the absolute sound wave radiation pafmage plane can result in a poor cutoff and also in distortion

tern along a laser sightline is not need@s will be dis- of thek spectrum of the object.
cussed A. Methods | and I

Fresnel diffraction theory yields the following equation
that relates the location of the image plane to that of the
B. Calculation of the absolute system sensitivity object plane:

The absolute system sensitivity is the density fluctuation 1 1 1 1 1 1

amplitude at which the signal-to-noise rati®SNR) is equal 9 9 T 2
. feye dlmg int (d|mg)

to 1 over the measurable bandwidth. It can be thought of as o
the smallest amplitude density fluctuation that can be imagefiosj 2nd feye are the focal lengths of the objective and eye-
by the diagnostic. As is typical of PCI systems, the sensitivPi€ce lensesL3 and L4, respectivelyd,, is the distance
ity depends on two competing factors, the system responsiRéfween L3 and the object plane, is the interoptic dis-
ity and the noise floor. tance between the lenses, afig, is the distance between L4

The detection system output limits the system noise flooANd the image plané gy, feye, anddy are fixed at 5.3, 1.1,
to a value OfAVnoise~2-64X1O_7(V/\/H_Z)- Setting the con- and 6.4 m, respgcuvely. A!I of these optics and optical dis-
dition AV(K,) = AV,oisefor a SNR of 1 in Eq(7) yields an ~ tances can be viewed in Fig. 1.

absolute sensitivity o n(ky) min ~ 9.04x 104Jk[,inmks ~_ Figure 7 shows a plot of Eq12). Due to the demagni-
units. Converting to more commonly used cgs units yields fication factor, a=1 m variation of the object plane results in
only a=~5 cm variation of the image plane. This is a desir-

cm 3 able feature, as fine-tuning adjustments of the detector array
AN(Ky) in=~9.04x 16° Tk, | ﬁ ' (100 position are thus sufficient to scan through a wide range of
possible object plane locations.
An(ky)min is plotted as a function of wave number in  Calculation ofd;,, from dq,; with Eg. (12) is only ap-
Fig. 6. Its variation occurs within an order of magnitude, proximate however, as slight errors in the values for the in-
with a median value of 1 X 10’(cm™%/Hz). If the transfer
function is not included in the calculation, @@ 1 minte-

12
fobj dobj dimg 12

gration length is used instead, one finds a system sensitivity 1321

that compares well with other PCl experiments: 1301 ]
AN ~6x10 cm 3 over a 1 MHz bandwidtlicf. Appendix €

A for a discussion on integration lengih3he corresponding < 128} .
phase sensitivity is independent of wave number and is given Ué’

by 126 F .

rad 124 . . ‘ . .
Apmin~2x10"° NE 11 04 06 08 1.0 1.2 1.4 16

d . (m)
obj
The calculations show that the imaging system should be
capable of resolving the density fluctuations on CDX-U, FIG. 7. Plot ofd;,, (image plane locationvs d; (object plane location
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teroptic distances and optical alignment have a large, cumu-
lative effect on the results. A superior method was to mount
a metal template with many fine-scale perforations at the
object planegland in the path of the laser beam fluores-
cent viewing screen was used to find the image plane, i.e.,
where the image of the template was most sharply in focus.
The accuracy of the method is still limited t8+20 cm(in

the object planecompared to the measurement that will be
described next.

System Response (a.u.)

Speaker Displacement (cm)

B. Method Ill: Beam diffraction measurement

1. Diffraction from a phase object FIG. 8. Rgsults of the.dlffr_actlon signal measurement. The dashed lines
represent linear approximations to the three data sets; circles represent the
In the absence of phase contrast, the image of a phag® kHz data; triangles represent the 30 kHz data; and squares represent the

object is a phase variation so the signal level measured at tH& kHz data.
image plane should be close to zero. The measured signal

level, however, will increase with distance as one movessernier. Equatior{12) is then used to calculate the additional
away from the image plane. This is a consequence of thgjsplacement necessary to locate the image plane of the tan-
diffraction of the laser beam as it propagates. More specifigency plane(~2 cm). This method of locating the image
cally, as shown in Appendix B, a sinusoidal phase disturpjane is quite accurate and minimizes tepectrum distor-
bance, given by, sin(k,x+6) at the object plane, results in tjon in the imaging process; it also results in a sharper, more
a diffraction Signal that increases ”nearly with distance fromcomp|ete cutoff by the phase mirror. The System response is

the image plane: also improved. Unfortunately, a complete beam alignment,
2 followed by an image plane location, results in preparation
Aldiﬁ%( 3 k—x) “AZimgpo SINK X+ 6). (13)  times of two hours or more before each run. Use of a more

0

stable commercial COlaser would reduce the necessary
Al 4 represents the intensity fluctuation due to diffrac- preparation time.

tion, kq is the wave number of the laser beam apg, is the The successful measurement of such a small effect as
distance along the beam from the image plane. Note that theeam diffraction also verifies that significant extraneous dif-
rate of increase in signal scales with the square of the waviaction of the beamby air currents or apertures, for ex-
number of the scattering object. Measurement of this lineaample is not occurring. Instead, one is confident that the
variation will yield the location of the image plane as the behavior of the optical system is very close to an ideal one
minimum point in the signal level. that can be modeled by the Fresnel equations for light.

2. Measuring the diffraction signal

Replacement of the phase mirror with a gold flat readilyV- TESTS OF IMAGING USING SOUND WAVES
eliminates the phase contrast imaging capability of the sys-
tem. The speaker is placed at the object plane “O” and
scanned along thedirection. It was easier to scan the object

Characteristics of the imaging system, like demagnifi-
cation, the two imaging regimes of the phase mirror, and its

) : X step-function wave number transfer function, can be mea-
instead of th? detectors; Smd?"g andd,; scale almost lin- sured by imaging sound waves. These sound wave measure-
early (s',ee. Fig. 7 t.he resglt IS the same. AS the'speakerments are essential to verify that the imaging of phase ob-
output Is tlg_htly colhr_nated n the d'reC“Or?’ It approximates  ;oq(q 4t the object plane onto the image plane is indeed taking
a phase object that is localized to the object plane. A 10 kHi) ace.

signal is used to excite the speaker, which generates addi-

tional harmonics at 20, 30, and 40 kHz. A. Measurement of system demagnification

The results are shown in Fig. 8. A minimum can be  The syccessful measurement of system demagnification
roughly located(and is labeled the image planevith an  ayests to the imaging beam being properly collimated. It is
approximate linear increase in signal away from that pointgso an indication of how accurately tiepatia) phase is
fpr aII. three wave numbers. In addition, the slopes of theneasured by the system. As mentioned previously, one ex-
lines increase with wave number at roughly the expectethecis phase objects of all wave numbers placed at the object
rate. Scatter in the data points is produced by multiple reflecmane to be reduced in size by a factor of 4.82 in the image.
tion of sound waves from surfaces in the lab, and itis due t0 15 measure demagnification, sound waves are imaged
the fact that the sound waves are not perfectly localized Q¢ the detector plane. The demagnified wavelength on this
the object plane. plane is determined by measuring the phase difference in the
signals from detector elements of known spatial separation.
A comparison with the calculated wavelength of the sound

During plasma runs when the speaker and tangencwave in air yields the demagnification factor.
plane are displaced by0.5 m, the image plane for the Figure 9 shows the measured demagnification as a func-
speaker is first located by moving the detector array with dion of sound wave wave number. The average demagnifi-

3. Locating the image plane
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numberg5.54 and 4.06 cm') as the phase mirror is scanned é sk E
horizontally across the focal plane. The two imaging re- E s % o
gimes, represented by regions where the system response is I § 2F ,90.8.0.... Q.@.g....o.........'
finite and flat, can be clearly seen. Ve gk § o8 o 8 3
The transition of the focal spot from one side of the e o f: E
phase mirror to the other is monitored by the amount of 0 2 ‘;f é 8' 1'0 12
power passing through the phase mirror and striking the bo- Sound Wave Wave Number (cm™)

lometer. This quantity is also plotted as a dotted line.
Seventy-one percent of the total beam power is transmittegiG. 11. Plot of the system transfer function as a function of sound wave
when the focal spot is on the ZnSe side, whereas the beam \ve number. Three phase mirror settings are shown corresponding to wave

N P number cutoffs of@ 1.33, (b) 2.44, and(c) 3.92 cnT?, respectively. The
completely reflected by the gold sid@% transmission expected high-pass step function nature of the system is clearly in evidence,

and the measurements are in rough agreement with the expected cut-off
locations. Symbols represent data points, while dashed lines show the ex-

%\ 100 pected step function.
~— 80 - 4
@
§ 60 1 Note that the diameter of the focal spot is approximately 1
a mm, which is close to that expected from the Airy pattern
& 40F y -
c produced by the limiting aperture.
& 20f . Quantitative features of the phase mirror scan agree with
U">;~ of O el those predicted by theory. Cutoff of the signal occurs at the

5 10 15 20 05 expected displacements, marked by dashed lines, for both
(a) Phase Mirror Translation (mm) sample cases. The ratio of the enhancement factors between

the two imaging regimes is calculated to k.68, which

% 100¢ : ' : approximately matches the observed ratio of system response
- | [ levels.
2 I |
g | |
8- | |
& " : C. Measurement of the system transfer function
E, ! 3 Figures 11a)—-11(c) show plots of the system response
(% er P as a function of(sound wavg wave number. The expected

5 " 10 15 20 5 high-pass, step function transfer functiéef. Sec. Il B is
() Phase Mirror Translation (mm) clearly in evidence. The symbols represent data points, while

the dashed lines show the expected step function for refer-

FIG. 10. Variation in the system response as the phase mirror is scanned f@nce. Figures 1&)—11(c) correspond to three horizontal
two sound wave wave numberé&) 5.54 and(b) 4.06 cm*. Diamonds E?ase mirror positions with wave number cutoffs of approxi-

joined by lines represent the experimental data; ;hort dashes represent t ately 1.33, 2.44, and 3.92 &rh The measured cutoffs are
beam power on the bolometer and show the transition of the focal spot from . .
one side of the phase mirror to the other. The long dashes mark the expectéid fough agreement with those expected from the phase mir-

cut-off locations. ror settings. The step function transfer function of the imag-
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ing system is thus verified. Note also the flexibility of the
phase mirror design to select any particltay,.

We should also note that the scatter in the sound wave
response data is reduced by an order of magnitude if method
Il (cf. Sec. IVB is used to locate the image plane. The

> 0o
ol o]

N
o

Plasma
Current (kA)

E.S

o

o

cutoffs also become sharper and more compldtiene con- (@) _204 6 8 10 12 14 16 18
straints precluded use of the method for most of the calibra-
tion work.) The present data are quite sufficient for demon- 2 %3
strating all of the important characteristics of imaging, g 'E 15
however. 2= 1.0}
g < 05
8~ 0.0
VI. IMAGING PLASMA DENSITY FLUCTUATIONS ON & -0.5
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CDX-U

A. Introduction and scope

The first objective of the plasma measurements was to
verify that the system was capable of imaging plasma density
fluctuations on CDX-U. It had to be shown that the system
responsivity was adequate and that the added noise produced
by the CDX-U tokamak(i.e., rf power sources, magnetic
field coils, etc) did not overwhelm the plasma signals. In
addition, assurance was needed that the fluctuation signals
were indeed a result of phase contrast imaging of density
fluctuations at the object plane, and not a diffraction effect.

The second objective was to observe the effect of scan-
ning K, with the phase mirror, on the plasma fluctuations. °

. ; 8 10 12 14 16 18
This would verify that spatial filtering of the plasnkaspec- (d) Time (ms)
trum was possible and that the density fluctuations were in
the expected wave number range that is accessible by thec. 12. Four diagnostic traces of the typical CDX-U plasma shot that was

diagnostic. Measurement of the fluctuatikrspectrum was used to test the syster(a) plasma current(b) line integrated densityr(,)
also desired near the plasma edgé;) soft x-ray emission from @ in the core; andd)

the system response from a channel of the phase contrast imaging system.

Soft
X—Rays (au)

. OO0 0O = -

ow o wow
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B. Experimental setup plasma edgéusing a microwave interferometé, soft x-ray

In preparation for plasma measurements, the opticaémissions(from Cv in the plasma corg), and the system
table is pushed onto the CDX-U tokamak as shown in Fig. 1response of the phase contrast imaging system. It can be seen
The speaker is mounted to one side on one of the table arntbat the fluctuation level begins to rise at 12 ms as the bulk
in order to act as a monitor of system response and perfodensity and temperature also increase. The fluctuations be-
mance. By monitoring the amplitude of a 30 kHz soundcome quite large and unpredictable beyond 14 ms and after
wave signal throughout all the plasma shots, one can ensutke IRE when the plasma is likely moving about and striking
that the system response did not decrease from its expectdle limiters. The density in the time window of interest is
value for any reason. Cutoff of the sound wave at the exmeasured to be-8.8x10' cm 2 at the edggwhich trans-
pected phase mirror setting also ensures that the focal sphttes to~2.2x10'2 cm ™3 in the corg, and the temperature is

has not wandered on the mirror. likely to be ~150 eV in the core. In Fig. X&), the phase
The image plane for the sound waves is located usingnirror was set to image as much of tkespectrum as pos-
method Il as discussed earlier. sible.
C. Description of a typical CDX-U plasma shot D. Verification of plasma fluctuations being
measurable

Figures 12a)—12d) show four diagnostic traces of the

typical CDX-U plasma shot that was used to test the system. Figure 13 shows density fluctuation power spectra for
The plasma current is shown in Fig. (&2 The time period the time window from 12 to 14 ms, as measured by the
of the plot, from 10.5 to 16 ms, covers the flattest area of thémaging system. The amplitude of the plasma sigoaper-
current peak. In this region, the density and temperature ammost trace is compared with three sources of noig¢ewer
near their highest values. The time period from 12 to 14 mstraces$: detector-preamp noise, the electromagnetic noise in-
when an internal reconnection evdiRE) occurs(indicated duced on the system when the tokamak is pulsed with no
by the small spike in the current tracés analyzed for fluc- gas, and finally the laser noise. The plasma signal is ob-
tuations. The plasma in this region is relatively stable and iserved to be at least two to three orders of magnitude greater
reproducible from shot to shot. The lower three trades,  than all of the background noise sources over the frequency
(c), and (d)] record the line integrated density near therange from 0 to 100 kHz. Calculations indicate a density
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FIG. 13. Four power spectra that compare the density fluctuation signal t&1G. 15. Power spectra of plasma measurements showing a drop in signal
three sources of noiséa) plasma signalib) detector-preamp noiség) power level as the& spectrum is cut off. The phase mirror is set at the
electromagnetic noise from the tokamak; ddllaser noise. following cut-off wave numbers(a) 0.59; (b) 1.48; (c) 2.36; and(d) 7.1

cm % (e) 1.18(no plasma cage
fluctuation amplitude of=1.3x10' cm™3. It is thus verified
that the responsivity of the system is adequate, and that th& thek spectrum is cut off from the low wave numbgang

plasma signals are not dominated by extraneous noise. Noﬁ

. avelength side. This suggests that tikespectrum can be
that the pe_ak that occurs at 30 kHz is produced by the soun easured by this diagnostic.
wave monitor.

Note the peak at 30 kHz that represents the sound wave
monitor. It gradually becomes visible as the plasma signal
drops with phase mirror position. Finally the sound wave

Evidence that imaging of plasma density fluctuations isitself, which has a wave number 5.6 cm ™, is cut off.
taking place is shown in Fig. 14. Data traces from a differentThe sound wave signal indicates that the system response
type of shot, where significant sawteething behavior was oblevel remains constant throughout the run and that the imag-
served, are plotted. The top tra@ashed lingrepresents the ing system is functioning properly.
soft x-ray signal, while the lower three tracéslid lineg Figure 16a) is a plot of the same data as a function of
represent the filtered signal from three adjacent detector eldhe cut-off wave numbefk.,). The signal power over a spe-
ments on the phase contrast imaging detector array. The @fic frequency range onlin this case 1-10 kHas plotted.
kHz sawteeth are quite visible on the phase contrast signal©ne can see the marked drop in signal povwrer more
they match the phase and the shape of the peaks on thethan two orders of magnitugl@s the cut-off wave number is
rays, leaving little doubt that they are the same fluctuationsincreased. Scatter in the points is caused by statistical vari-
These sawteeth are thought to occur in the core plasma onlgbility between plasma shots that is the main source of ex-

E. Observation of sawteeth in the plasma core

and not in the edge. perimental uncertainty. The average signal power at each
cut-off wave number is plotted as a filled symbol so that the
F. Measuring the fluctuation  k spectrum overall trend in the data can be observed more clearly.

The complete cutoff of plasma fluctuation signal by the

A series of plasma shots was taken as the phase mi”‘b’hase mirror can be seen: beyoke&4.5 cni’l, the signal
was scanned through a sequence of wave numbers. This W@gsels are at diffraction effect levels. This is an important
done to measure the fluctuatigrspectrum and to see if the yerification that the measured signal is produced by phase
spectrum could be cut off. The initial results, ensemble av¢onirast imaging of plasma fluctuations at the object plane
eraged for each phase mirror setting, are shown in Fig. 1% that significant diffraction of the beam by plasma inho-
One can see a dramatic drop in signal power level over thf"nogeneities is not taking pladsee also Sec. IV B)3
entire frequency bandwidth as progressively more and more Note that Fig. 163) representg? (1/k)§(k)dk (station-

cut

arity and spatial uniformity of the fluctuations are assumed
2.0¢ ' T whereS(K) is the fluctuation spectrum as a function of wave
15 » A number.S(k) itself can be determined by taking the deriva-

L L e W tive of the function with respect thy, and then multiplying
1.0 \ ) by k.

M\/J\H/\/\//VV\M The derivative function is shown in Fig. @§. This
0.5k curve represent$l/k)S(k), although one can see that its
o.o: ] rolloff with k is too steep to be attributed to thekléffect

‘ [caused by the plasma transfer functibifk)] alone. Re-
moval of the(1/k) factor results in the function plotted in
Fig. 16c), which should represeri(k). One can see how
the power in the fluctuating spectrum is concentrated be-

FIG. 14. Plasma sawteeth observed on core soft x (ays dashed ling tweer.‘ 1 and 3 cm. _
and three phase contrast channels. Figure 16d) shows the spectral power in the soft x-ray

Signal Strength (au)

-0.5t . :
12 13 14 15
Time (ms)
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-4 . . taking place. Second, a phase mirror scan produced a signifi-

10 A . )
x . _5leo cant variation in the fluctuation signal levels. The effect of
::i 10 Fgg,o I the phase mirror as a spatial filter on the fluctuation ofkhe
& 1078 % ] spectrum was demonstrated. More important, we found that
N 0-7 $ the plasma fluctuations havekaspectrum that ranges from
. F 08 ¢ R . ~1to 3 cm %, which is in the expected range of interest for
10 ; the imaging diagnostic.
0 1.7 34 5 67 84 101
(a) Wavenumber (cm™)
v0 VII. CONCLUSIONS AND FUTURE WORK
5 15k 3 The novel CQ laser-based tangential phase contrast im-
x aging diagnostic was characterized and calibrated. The diag-
- 1.0¢ E nostic is found to operate successfully as an imaging system.
< 05} ] Imaging of plasma fluctuations was successful.
" 00 L The remaining issue in the proof-of-principle demonstra-
0 17 34 5 67 84 101 tion is verification that localized measurements are possible.
(b) Wavenumber (cm™) Specifically, it must be confirmed that the transfer function
2.0 discussed in Sec. Il B and in Ref. 5 represents an adequate
o 15k ] description of the plasma’s effect on the laser beam. More
o detailed correlation with other fluctuation diagnostics on
Z vor ] CDX-U will help to clarify this issue.
-~
@ o5t :
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w10 %%% g s APPENDIX A: DISCUSSION OF INTEGRATION
> 1075} ° ° LENGTHS
*g—6 . . . . .
10 With the tangential imaging geometry and associated in-
o 17 34 5 67 84 101 version scheme, we attempt to eliminate the ambiguity in the
(d) Wavenumber (cm™) ! P gurty

phase shift measurement caused by the line of sight integra-
FIG. 16. Density fluctuation data from 1 to 10 kHz as a function of cut-off ion of density fluctuations. An effective integration length
wave numberk,): () power in the system response from a phase contrascan be calculated for the system, however, that serves as a
channel;(b) the derivative of curvea); (c) the calculateck spectrum; and  (ygefuyl parameter for understanding system sensitivity. The

(d) t_he power in the soft x-ray emissions which show that the plasma fluc]_ength can be thought of as the thickness of plasma required
tuation level remains constant. Unfilled diamonds represent individual shots;

the filled diamonds represent average values for a given phase mirror sefO producg the same phase shift if the plasma were ?_Slab of
ting. uniform thickness transverse to the beam and containing the

same sinusoidal density variation.
fluctuation signal over the same frequency band that was From earlier equations it can be seen that

taken simultaneously with the phase mirror scan. The signal +2g Ro

level holds relatively constant, which provides some assur- f An(k,)dz~ \/lj An(ky); (A1)

ance that the plasma fluctuation level in CDX-U is not %

changing over the duration of the run. Although results fromtherefore,

only one frequency band are shown here, the curves are quite

similar over the entire frequency range from 0 to 100 kHz. | = \/E (A2)
eff k.’

X

G. Summary of the plasma measurements wherel . is the effective integration length.
. o Note that the larger the radius of curvature of the field
Two important components of the proof-of-principle for . o :

. . . lines, the longer the effective integration length, and hence
the tangential phase contrast imaging system were demonﬁ o . .

. . the greater the sensitivity of the technique to localized den-
strated by the plasma measurements described above. First lf . o .
L . ity fluctuations. Typical integration lengths are

was verified that measurable plasma signals could be ob-
tained. The system responsivity and noise levels were ac- |g~1.72 cm fork,=12.6 cni'?, (A3)
ceptable, direct correlation with core measurements made by
soft x-ray spectroscopy was observed in the sawteeth fluc-
tuations, and a cutoff of the fluctuations was observed, veriThe integration lengths are small compared to the size of the

fying that phase contrast imaging of the object plane waplasma, which reflects the fact that a measurement of the

l~4.85 cm fork,=1.57 cml. (Ad)
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density fluctuation localized to the tangency plane is taking

place. In the typical vertical-beam PCIl system integration

lengths would be equal to the cross-sectional diameter of the

plasma, i.e.~1 m.

APPENDIX B: DIFFRACTION OF THE LASER BEAM
NEAR THE IMAGE PLANE

The light distribution at the object plane for a sinusoidal
phase disturbance, sin(k,x+ 6) can be written as

u(x,y,0) = el fo sintkax ), (B1)
~1+] g Sin(kx+ 6), (B2

Po ik — (KX +
=1+ (e Joxt 0) _ g =ik 0)y (B3)

whereu(X,y,z) is the light amplitude function with the ob-
ject plane located at=0.

The propagation of this distribution is most conveniently
described by the angular spectrum model for diffraction:

u(x,y,z)=ej(kz)+ % (e+j(kxx+yz+ 0)_e—j(kxx—yz+0)),

(B4)

where y=1/\1—(\k)? is the unscattered wave number
component in the direction of propagation.

The intensity distribution for small displacementfom
the object plane is thus

1216 Rev. Sci. Instrum., Vol. 68, No. 2, February 1997

I=|ul?, (BS)

~|uo|*+ ug o sin (y—ko)AzZ]sin(k,x+ 6), (B6)
2

~|ug|?—u} ¢°<§k_X)AZ sin(kx+ 6). (B7)
0

kozx/kszr ¥? is the total wave number of the laser light.
Hence a linear increase in signal with distance from the im-
age plane is expected, with the slope of the variation scaling
with the wave number of the object. This effect is simply a
consequence of the propagation and interference of the vari-
ous k components of the laser light and is termed
“diffraction.” !
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