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Abstract

NEXT GENERATION low-aspect-ratio (spherical) tokamaks will require

a variety of auxiliary heating and current drive tools to achieve high

β. Fast magnetosonic waves with frequencies well above the fundamental

ion-cyclotron frequency but below the lower-hybrid frequency are predicted to damp

strongly on electrons in the high-β plasma of the spherical tokamak. These waves

may provide a means of both heating plasma electrons and driving toroidal plasma

current. The magnetic topology of the spherical tokamak is unique among tokamaks

in that field lines at the outboard side of the plasma are strongly tilted off the

equatorial mid-plane. The size and potential variability of this tilt during a plasma

discharge could make efficient excitation of the fast wave difficult.

To better characterize the fast wave coupling efficiency in a low-aspect-ratio

tokamak geometry, a two-strap antenna with arbitrary strap phasing was installed

in the CDX-U spherical tokamak. The novel feature of this antenna is that it is

manually rotatable between plasma discharges allowing fast wave coupling, propa-

gation, and electron heating to be studied as a function of strap angle. A simplified

cold-plasma fast wave coupling model was derived for this thesis and good agree-

ment is found between predicted and measured coupling efficiency as a function

of strap angle and strap phasing. Through the use of insulating antenna limiters,

nearly all coupled antenna power at most strap angles can be attributed to radia-

tion of fast waves at sufficiently high power levels. Far-forward microwave scattering

measurements confirm the presence of the fast wave in the plasma core, and the

core wave energy density inferred from the scattered signal has the same depen-

dence on strap angle as the theoretically calculated fast wave radiation resistance.

Using Thomson scattering, Langmuir probe, and bolometric diagnostics, increases

in electron temperature and radiated power can account for 50-80% of the RF input
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power during fast wave heating experiments. However, the measured heating profile

is much broader than fast wave ray-tracing theory predicts. Explaining this find-

ing and more accurately modeling the microwave scattering results are important

topics of future research.
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Chapter 1

Introduction

THE RAPID GROWTH in mankind’s knowledge and prosperity during the

last hundred years is unparalleled in human history. In large part, this

progress has been driven by advances in technology and an abundance of

inexpensive energy. As world population grows and the demand for energy increases

during the next century, the strain on the environment will only intensify. While

the long-term environmental impact of burning fossil-fuels is perhaps debatable, it

is clear that this resource is finite and will eventually become scarce. As demand

increases and supply diminishes, costs will inevitably rise, making alternative energy

sources more attractive.

Ever since the successful detonation of nuclear explosives in the middle of this

century, scientists have strived to harness – in a controlled fashion – the vast

amounts of energy which can be liberated through nuclear reactions. Enrico Fermi

was the first to demonstrate that neutrons released from the fission of heavy nuclei

(namely 92U
235) could be thermalized with a moderator and retained long enough

to fission additional nuclei. Fission plants extracting energy from such nuclear

chain-reactions presently satisfy a significant fraction of the electricity demand in

countries such as the United States, Great Britain, and France, just to name a

few. While the technology of these plants is well-developed, the probability of

catastrophic failure and consequent release of large amounts of radioactivity is not

zero. Even if the accidents at Three Mile Island and Chernobyl had never occurred,

fission plants also suffer from the fact that they generate large amounts of highly

radioactive waste whose necessary burial time is typically tens of thousands of years.

1
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The safety and waste-disposal problems of fission motivate much of the present

research investigating the feasibility of using a potentially safer and cleaner type

of nuclear reaction – fusion – to help meet the energy needs of the future. One

advantage of fusion over fission from the standpoint of reactor operation is that

fusion does not rely on potentially dangerous chain-reactions to sustain the release

of nuclear energy. Further, with the proper choice of reactor materials, it should be

possible to significantly reduce both the amount and longevity of radioactive waste

produced by a fusion power plant.

1.1 Nuclear Fusion

1.1.1 Fusion reactions

Just as heavy nuclei can be broken apart by reacting with lighter particles, light

nuclei can fuse into a heavier single nucleus. This fused nucleus is typically very

unstable and decays rapidly into other fusion products. For those reactions where

the total reaction-product mass is smaller than the combined masses of the reacting

nuclei, Einstein’s famous equality E = mc2 dictates that the missing mass must be

released as energy. Fusion and fission are similar in that their reactions yield most of

their energy in the form of reaction-product kinetic energy. The three exothermic

reactions with the highest fusion cross-sections involve isotopes of hydrogen and

helium, namely [Huba, 1994]:

D + D −−→
50%

T(1.01MeV) + p(3.02MeV)

−−→
50%

He3(0.82MeV) + n(2.45MeV)

D + T −→ He4(3.5MeV) + n(14.1MeV)

D + He3 −→ He4(3.6MeV) + p(14.7MeV)

The cross-section for the D+T reaction is the largest of the three and peaks at

an energy of approximately 100keV. Unfortunately, the cross-section for Coulomb

scattering is much larger than even the D+T fusion cross-section, so the proba-

bility of fusion taking place during a collision is quite small. Any fusion reactor
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confinement system must at least balance fuel energy losses against the power in-

put needed to heat the fuel to the point of fusion [Lawson, 1957]. For the fusion

reaction to be self-sustaining, the product of the fuel density and characteristic

energy confinement time must exceed a value on the order of 1020m−3sec. Inertial

confinement attempts to achieve such parameters by compressing fusion fuel to

very high density on a short time-scale, while magnetic confinement attempts to

confine fuel particles for much longer durations at comparatively low density. To

date, magnetic confinement has been the more successful confinement scheme in

terms of fusion power produced [Strachan et al., 1994].

Both confinement schemes confine energetic fuel ions for periods longer than

a collision time, so collisions tend to thermalize the fuel ions – hence the term

“thermonuclear”. Reaction rates for the above reactions assuming Maxwellian dis-

tributions are plotted in Figure 1.1. As seen in the figure, the D+T reaction is

Figure 1.1: Reaction rates as a function of fuel temperature for the three fuels most
likely to be used in near-term thermonuclear fusion reactors. The D+T reaction
will very likely be the first to be used in a self-sustained fusion burn since this
reaction has the highest reaction rate and the lowest peak-reactivity temperature.
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the most energetically favorable because of its higher reactivity and lower peak-

reactivity temperature. In a magnetic confinement fusion reactor, it is expected

that the alpha particles liberated from the D+T reaction will heat the fuel ions and

sustain the fusion burn. The remaining energy in the escaping neutrons would then

be used to generate electricity. Achieving this self-heated state is termed “ignition”

and still remains a fundamental goal of fusion science. Present magnetic confine-

ment devices are just now reaching the point where the power needed to heat the

fusion fuel is approaching the total power produced by fusion reactions.

1.1.2 Magnetic confinement

The fundamental physical concept behind magnetic confinement is that charged

particles in a magnetic field gyrate in near-circular orbits around magnetic field

lines and, on average, move orthogonal to the field at a much slower rate than

along the field. Because of the very high particle energies required for fusion to

occur, particle motion along the field lines is extremely rapid and leads to strong

end-losses in a linear device such as a magnetic mirror. Clearly, a topology in

which field lines meet back on themselves is desirable – hence the multitude of

toroidal magnetic confinement devices. Unfortunately, a simple toroidal magnetic

field provides poor confinement because gradients in the magnetic field direction

and strength cause charged particles to drift across the field and out of the device.

The solution is to add torsion (rotational transform) to the field lines so as to cancel

the net particle drifts.

The conservation of magnetic moment µ = W⊥
B

, energy E = µB + 1
2
mv2

‖ + qΦ,

and canonical angular momentum Pφ = mRvφ+qRAφ in a toroidally axisymmetric

configuration immediately leads to the notion that particle drift-surfaces can be

tied to surfaces of constant ψ = RAφ. Thus, particles can be confined in an

axisymmetric device by generating nested surfaces of constant poloidal flux ψ. This

general concept applies to non-axisymmetric systems as well, and was exploited in

the very first fusion device of its kind: the stellarator, invented by Lyman Spitzer.
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1.1.3 The tokamak

The most successful axisymmetric configuration to date, the tokamak, generates

its nested flux surfaces from a toroidal current carried by the plasma itself. This

current is typically driven inductively by a central solenoid carrying a time-varying

current in the solenoid windings. However, the toroidal inductive electric field

which drives the plasma current and heats the plasma is inherently transient since

the current in the solenoid cannot be increased indefinitely.

Several external methods of driving this current in steady-state have been pro-

posed such as radio-frequency (RF) current drive and helicity injection [Fisch,

1987]. The efficiency of RF current drive is likely too low to economically drive all

the current in a reactor, and helicity injection current drive has not been demon-

strated on a device of large enough size to fully characterize its performance. Be-

cause of these uncertainties, it is generally recognized that most of the plasma cur-

rent in a tokamak reactor will have to come from a self-generated diffusion-driven

current called the neoclassical bootstrap current [Bickerton et al., 1971].

Fusion power scalings for the tokamak

While steady-state operation is important for a reactor, this is of little use if the

device produces insufficient fusion power. For the D+T reaction, the total fusion

power Pf is given by Ef
∫
nDnT 〈σv〉DTdV . Here Ef is the total energy released

per fusion reaction and nD and nT are the deuterium and tritium particle densi-

ties, respectively. For fuel temperatures between 5 and 20keV, 〈σv〉DT is roughly

proportional to T 2, so Pf scales approximately as the square of p = nT for fuel

temperatures of interest. Instabilities driven by the free energy of the plasma tend

to limit the maximum pressure which can be confined for a given magnetic field

strength, and the relevant dimensionless parameter determining stability is the ra-

tio of kinetic to magnetic energy density β = 2µ0p
B2 . Thus, since Pf ∝ β2B4, it is

advantageous to maximize both β and B. The maximum B in the plasma is typi-

cally limited by engineering constraints at the coil producing the field. Maximizing

the plasma β remains a very active area of tokamak research. Ideally, any high-β

mode of operation should be compatible with most of the plasma current being

driven by the bootstrap effect.
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It is well known that lowering the plasma aspect ratio A = R0/a = ε−1 can

increase the ideal magnetohydrodynamic (MHD) stable β = 2µ0〈p〉
B2

t0
. This is evident

from Troyon’s scaling law [Troyon et al., 1984] recast in dimensionless form:

β(%) ≤ 5βN

Aq∗

1 + κ2

2
(1.1)

The normalized beta βN = β(%) aBt0

Ip(MA)
is limited to the Troyon value of approx-

imately 3 by pressure-driven ballooning and kink modes (in the first stability

regime), the maximum elongation κ is limited by axisymmetric vertical instabilities,

and the minimum kink safety factor q∗ is limited by current-driven kink modes.

Using the same dimensionless parameters as for Troyon scaling, the fraction of

plasma current driven by the bootstrap effect can be written as [Wilson, 1992]:

fBS =
IBS

IP
=

CBS√
A
βP =

CBS

20

√
Aq∗βN (1.2)

The bootstrap coefficient CBS is of order unity and depends primarily on pressure

and temperature profile peakedness. Combining the Troyon and bootstrap fraction

scalings in Equations 1.1 and 1.2, β evidently satisfies the relation:

β(%) ≤ √
ε
CBS

fBS

(
1 + κ2

2

)(
βN

2

)2

(1.3)

From Equation 1.3 it is clear that the maximum stable β is only weakly depen-

dent on aspect ratio for fixed fBS, κ, and βN. The magnetic field at the plasma, how-

ever, scales more strongly with aspect ratio. Assuming the toroidal field strength

at the coil is the limiting parameter, the maximum field at the plasma geometric

center R0 is Bt0 = BMAX(1 − ε). Keeping fBS, CBS, and R0 + a fixed to compare

reactors with similar external current drive requirements and total reactor volumes,

the fusion power scales as:

Pfusion ∝ β2B4
t0Vplasma ∝ ε(1 + κ2)2β4

N(1 − ε)4κε2/(1 + ε)3 (1.4)

For a normally conducting toroidal field (TF) coil with conductor resistivity η,

the power consumed through resistive dissipation scales as PTF ∝ I2TFηκa/(R0−a)2.
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Thus, for fixed κ and βN, the optimal aspect ratio for a reactor with a resistive TF

coil maximizes the ratio:

Pfusion/PTF ∝ (1 − ε)4ε2/(1 + ε)2 (1.5)

The aspect ratio which maximizes the ratio in Equation 1.5 is A ≈ 3.6. A similar

optimum aspect ratio of A ≈ 3 is found if R0 is held fixed instead of R0 + a. The

ratio in Equation 1.5 drops by less than 20% from its maximum value for aspect

ratios between 2.5 and 5.

Aspect ratios in the range of 2.5 to 5 are sufficiently high that for reactor-

scale dimensions substantial neutron shielding can be placed around the center

column. This allows a super-conducting toroidal field coil to take the place of a

comparatively inefficient resistive toroidal field coil. With the radial thickness of

the shield included, fusion power is found to be nearly independent of aspect ratio

for the above range of aspect ratios, so engineering and maintenance considerations

tend to favor larger aspect ratio. These scalings, among others, help to explain

the choice of aspect ratio (A=4.5) for the reversed-shear TPX-like [Neilson et al.,

1994] reactor recently studied by the ARIES group [Najmabadi et al., 1997].

1.2 The Spherical Tokamak

1.2.1 Ideal MHD stability

Considering the implications of Equation 1.5, it would appear that a low-aspect-

ratio (A < 2.5) tokamak is not particularly attractive as a steady-state fusion

reactor. However, Equation 1.4 shows that the fusion power is a very strong function

of κ and βN for fixed fBS and R0 +a since it scales roughly as κ5β4
N for κ > 2. Thus,

if there is any significant increase in either the attainable elongation or stable βN as

the aspect ratio is reduced, the reactor potential of a low-aspect-ratio (spherical)

tokamak should be reconsidered.

Several authors [Peng and Strickler, 1986; Galvao et al., 1993] have shown

that “natural” elongations of κ = 1.6-2.0 can exist for sufficiently low aspect ratio

and internal inductance li. As seen in Figure 1.2a for aspect ratio A=1.5, the natural

elongation increases rapidly as li drops below 0.5. Using vertical feedback as is done



8 Chapter 1. Introduction

Figure 1.2: (a) Plasma elongation in a purely vertical field computed as a function of
internal inductance for A=1.5 and βP=0.5. Data generated by C. Kessel using the
Tokamak Simulation Code (TSC) [Jardin et al., 1986]. (b) Pressure profiles (nor-
malized) used in a ballooning stability optimization scan of high-bootstrap-fraction
equilibria. (c) Optimized ballooning-marginal βN as a function of elongation and
aspect ratio using the profiles in (b), q(0)=3, and a current profile comprised of
over 90% bootstrap current. (d) Ballooning marginal β for the data in (c).
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at higher aspect ratios, elongations of 3 or more may be possible for sufficiently low

li. Since tokamaks at higher aspect ratio cannot easily stabilize κ > 2, the possible

higher achievable κ of the spherical tokamak (ST) could significantly improve its

reactor potential.

Extensive stability calculations for non-axisymmetric ideal MHD modes have

recently been performed for the spherical tokamak [Menard et al., 1997; Miller

et al., 1997] and find that just as the natural elongation increases as A decreases, so

does the stable βN. This trend can be seen in Figure 1.2c (for A ≥ 1.4) which plots

the βN at which ballooning modes are marginally stable as a function of elongation

and aspect ratio for equilibria which have bootstrap-current fractions near unity.

Particularly noteworthy in this figure is the trend of higher βN with higher κ. The

combined effect is substantial. This can be seen in Figure 1.2d which shows that

the ballooning-stable β increases by as much as a factor of 5 as the elongation is

increased from 1.6 to 2.8. It is also clear that the lowest aspect ratio does not

necessarily have the highest stable β when the bootstrap fraction is near unity.

By using a close-fitting conducting shell to stabilize external kink modes, βN

values exceeding 8 have been found which are stable to all modes tested. As shown

in [Menard et al., 1997], achieving the highest βN usually requires some form of

edge current drive to suppress ballooning instabilities near the edge of the plasma

(0.8 < r/a < 0.9). Non-ideal (kinetic, trapping, etc.) effects could change this

result, and this edge current may have the negative side effect of destabilizing

external kink modes even with the wall present. Helicity injection may be able

to drive current in this region, but the applicability of this current drive method

remains to be tested. RF current drive efficiency in the edge region is likely to be

rather low due to trapping effects and low temperature. For these reasons, it is

important to determine the maximum achievable βN consistent with virtually no

external current-drive requirement outside the core.

In this regard, Figure 1.2c appears to suggest that κ can be made arbitrar-

ily large without deterioration in βN. What is missing from this analysis is the

stability of low-n kink modes, and it is found numerically that an edge-localized

n=1 external kink mode is rapidly destabilized as the elongation exceeds a critical

value. This trend can be seen in Figure 1.3a which plots the plasma-wall separa-

tion distance (normalized to the plasma minor radius) at which n=1 kink modes



10 Chapter 1. Introduction

are marginally stable. Another important result is shown in Figure 1.3b, namely

that intermediate-n (3 < n < ∞) kink modes determine the required wall proxim-

ity when a conducting wall is used for kink stabilization. In summary, Figures 1.2

and 1.3 taken together show that for low-A equilibria with fBS ≈ 1, high-n modes

may limit βN, n=1 kink modes limit κ, and intermediate-n modes determine bwall/a.

1.2.2 Reactor potential

Ignition and burn studies for spherical tokamak reactors have been performed pre-

viously by several authors [Jassby, 1977; Peng and Dory, 1978; Miller et al.,

1986; Galambos and Peng, 1991]. To estimate the reactor potential of the high-

βN equilibria of Section 1.2.1, the A=1.6 equilibrium from Figure 1.3b can be used

with the plasma β reduced to 80% of its marginally-stable value for disruption

avoidance. Details of this reactor-scale equilibrium are shown in Figure 1.4.

As seen in Table 1.1, 3.8 GW of neutron power Pn can be produced in this device

which has a modest toroidal field, fBS ≈ 1, and a plasma volume roughly half that

of ITER. For the data in the table, the ion temperature has been optimized for

R0 (m) = 3.84 Zave = 1.15 Ptot (GW) = 4.72
a (m) = 2.40 Zeff = 1.70 Pn (GW) = 3.78

A=R0/a = 1.60 Ti(0) (keV) = 17.0 Pα (GW) = 0.94
κ = 3.20 〈Ti〉 (keV) = 14.3 PBr (GW) = 0.16
δ = 0.57 ne(0) (1020m−3) = 2.52 PH (GW) = 0.78

S (m2) = 738. 〈ne〉 (1020m−3) = 1.81 PTF (GW) = 0.10
V (m3) = 1222 β (%) = 31.1 U (GJ) = 1.52

IP (MA) = 30.9 βN = 6.25 τE (sec) = 1.96
Bvac(R0) (T) = 2.58 βP = 1.76 τITER89−P (sec) = 0.73

li(3) = 0.18 fBS (%) = 99.1 H = 2.68

Table 1.1: Parameters for an idealized spherical tokamak fusion reactor.

maximum fusion power at fixed β, and the plasma heating power PH is taken to

be the difference between the alpha heating power Pα and Bremsstrahlung loss

power PBr. Potential engineering problems for this device include: average neutron

wall-loading Pn/S of roughly 5MW/m2, very large divertor heat-loads, the need to

periodically remove the center column, and a minimum TF coil power dissipation

PTF of 100MW (for a solid cylinder of room-temperature pure copper). The actual
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Figure 1.3: (a) Marginally-stable wall position for n=1 kink modes as a function
of elongation for two ballooning-stable equilibria with 99% bootstrap fraction and
different triangularities. (b) Marginally-stable wall position as a function of toroidal
mode number for ballooning-stable equilibria of three different aspect ratios with
99% bootstrap fraction and similar kink stability.
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Figure 1.4: Parameters of an aspect ratio A=1.6, κ=3.2, βN=6.25, β = 31%, fBS =
99% equilibrium stable to ballooning and n=1-6 kink modes with a conducting wall
at bwall/a=1.2. (a) Contours of constant poloidal flux, (b) safety factor profile, (c)
surface-average parallel current profile, and (d) pressure, temperature, and density
profiles. The hatched region in (c) shows the profile of required external current
drive, and the broad profile labeled “T” in (d) is the temperature profile.
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dissipated power in the TF coil would very likely be much larger. A recent and

more comprehensive optimization of a very similar ST reactor concept assuming

higher stable βN can be found in [Stambaugh et al., 1998].

Aside from the many engineering challenges posed by such a device, there are

also many outstanding physics problems. Plasma rotation [Ward and Bondeson,

1995] or active feedback [Fitzpatrick and Jensen, 1996] would be required to

suppress the external kink mode to achieve the βN necessary for an ST reactor

to be economical. The theory of neoclassical pressure-gradient-driven MHD at

low aspect ratio is likely to be very challenging, and this type of MHD has been

shown to limit β to values well below that predicted by ideal MHD theory in low-

collisionality discharges on many (though not all) tokamaks [Sauter et al., 1997].

Lastly, micro-instability induced transport is also very difficult to predict in these

high-β configurations, and relevant scalings must be determined experimentally.

1.2.3 Present and future devices

Despite the concerns expressed above, the Small Tight Aspect Ratio Tokamak

(START) experiment at Culham [Sykes, 1997] has shown that very high β can

indeed be achieved in a spherical tokamak through a combination of high first-

stability βN, strong shaping, and high current. With strong neutral beam heating

and conditioning improvements, record volume-average β values exceeding 30%

have been achieved in this small device which has a minor radius of less than

25cm [Gryaznevich, 1997]. However, it should be noted that this high β has

not been obtained in a regime with high bootstrap fraction. Detailed energy con-

finement studies in these beam-heated plasmas are just beginning, but confine-

ment times are in reasonable agreement with predictions from scalings such as

ITERH97 [Gryaznevich, 1997]. Ohmic confinement data has received a more

thorough analysis [Roach, 1996] and good agreement is found between experiment

and some transport models.

The stability, confinement, and other performance parameters of larger spherical

tokamak plasmas will be investigated in the near-term in the Mega Amp Spherical

Tokamak (MAST) [Darke et al., 1995] to be built at Culham. MAST is similar

in design to START and will again use neutral beams for auxiliary plasma heating.
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The United States is also active in spherical tokamak research and is presently con-

structing the National Spherical Torus Experiment (NSTX) [Spitzer et al., 1996]

at the Princeton Plasma Physics Laboratory. While both devices aim to explore

the physics of spherical tokamaks at the 1MA plasma current level, NSTX differs

from MAST in several important respects. First, the NSTX design includes close-

fitting and conformal passive conducting plates on the outboard side of the plasma

to help stabilize the pressure-driven external kink modes predicted to limit the per-

formance of high-β high-bootstrap-fraction plasmas. Secondly, NSTX will test the

applicability of Coaxial Helicity Injection (CHI) [Jarboe, 1989] current drive in a

high heat-flux environment. CHI has been shown to be an efficient means of gener-

ating plasma current in the Helicity Injection Tokamak (HIT) experiment [Nelson

et al., 1994] and may prove useful on NSTX for plasma initiation and edge current

profile control. Lastly, NSTX will not utilize neutral beams for auxiliary heating

during its initial operation, but rather will use 6MW of 30-41MHz Ion-Cyclotron-

Range-of-Frequency (ICRF) power (used previously on TFTR [Schilling et al.,

1997; Phillips et al., 1995]) for auxiliary heating and non-inductive current drive.

1.3 High-Harmonic Fast Waves

The vacuum toroidal field at the geometric center (R0=0.85m) of NSTX will nom-

inally be Bt0 = 0.3 Tesla. For this field strength and the expected electron density

ne = 1019 to 1020m−3, the ratio of wave to cyclotron frequency will be ωRF/ΩD =

13− 18, while the ratio of wave to lower-hybrid (LH) frequency will be ωRF/ωLH =

0.2 − 0.3. The lower-hybrid (angular) frequency ωLH =
(

1
Ω2

i +ω2
pi

+ 1
|ΩiΩe|

)− 1
2

[Stix,

1992] is approximately equal to
√
|ΩiΩe| for NSTX parameters and is therefore

nearly independent of density. For these parameters and in the cold-plasma ap-

proximation, only fast magnetosonic waves can propagate in the bulk plasma since

the slow wave is evanescent past the hybrid resonance layer in the low-density edge

of the plasma. Further, so long as the ion β is not too large and the cyclotron

harmonic number is large enough [Wong and Ono, 1984], fast waves should damp

primarily on electrons and might therefore be used for current drive. The idea

of using fast waves to heat electrons via Landau and transit-time damping is not
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new [Stix, 1975], and the theory of electron heating and current drive using fast

waves with relative frequencies similar to those noted above is well-developed [Chiu

et al., 1989] for standard tokamak plasmas. However, experimental verification of

the feasibility of generating direct fast wave electron heating and current drive in

a tokamak plasma has only recently been achieved.

One of the first experiments to observe fast wave current drive in toroidal geome-

try was performed in the Princeton ACT-I device [Goree et al., 1985]. In the open

field line configuration of this device, a lanthanum-hexaboride cathode was used to

generate a unidirectional electron beam for plasma production and creation of an

energetic tail on the electron distribution function. The fast wave was observed to

damp on the electron tail and drive up to 40A of toroidal current with 1kW of RF

power. For these experiments, fRF=18MHz, ωRF/ΩHe ≈ 10, ωRF/ωLH ≈ 0.2, and

ωpe/Ωe ≈ 1. One of the first experiments to claim to observe fast wave current drive

in a tokamak was performed in JIPP T-IIU [Ohkubo et al., 1986]. A low-density

“slide-away” plasma was used to generate 50kA of RF-driven current with 80kW

of RF power. For these experiments, fRF=800MHz, ωRF/ΩH ≈ 20, ωRF/ωLH ≈ 2,

and ωpe/Ωe ≈ 0.2. It is evident from these parameters that slow waves can prop-

agate freely in the plasma, and a density limit similar to that expected for slow

wave current drive [Wegrowe and Engelmann, 1984] was observed. Increases in

ion stored energy were observed near the density limit and were likely the result of

parametric decay processes [Takase et al., 1985]. Later experiments in the same

device [Ando et al., 1986] with fRF=40MHz, ωRF/ΩH ≈ 13, ωRF/ωLH ≈ 0.3, and

ωpe/Ωe ≈ 2.3 (notably closer to the parameters used in the ACT-I current drive

experiments) eliminated the slow wave from the bulk plasma and demonstrated

fast magnetosonic wave current drive somewhat more convincingly. Low absolute

current drive efficiency of 2kA/250kW was attributed to low Te = 10eV.

Starting with the knowledge gained from the experiments cited above, exper-

iments on tokamaks have incrementally improved the understanding and perfor-

mance of fast wave heating and current drive. Direct electron heating by fast waves

was observed in JFT-2M [Yamamoto et al., 1989] by using electron cyclotron heat-

ing (ECH) to improve fast wave damping. Wave parameters were fRF=200MHz,

ωRF/ΩH ≈ 12, ωRF/ωLH ≈ 0.4, and ωpe/Ωe ≈ 1. The heating depended on antenna

phasing as predicted by theory, and little heating of electrons was observed in the
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absence of ECH. An absorption efficiency of 20% was attributed to the phase ve-

locity of the wave being much faster than the electron thermal speed (vph/vte ≈ 3),

whereas vph/vte ≈ 0.7 is optimal for efficient electron heating.

Fast wave experiments on the DIII-D tokamak have shown that with a careful

choice of wave parameters, optimal launch spectrum, and wall conditioning via

boronization, nearly 100% of the incident fast wave power can be absorbed by the

electrons [Petty et al., 1992]. More recently, fast wave current drive (FWCD)

combined with electron cyclotron current drive (ECCD) have together sustained

a 170kA completely non-inductive tokamak discharge in the DIII-D tokamak for

20 energy confinement times and several current profile relaxation times [Petty

et al., 1995]. Parameters for the current drive experiments were fRF=60MHz,

ωRF/ΩD ≈ 7, ωRF/ωLH ≈ 0.2, and ωpe/Ωe ≈ 1.

Nearly all of the fast wave experiments described above were constrained to

ωpe/Ωe ≈ 1. To understand the importance of this constraint, it can be shown [Chiu

et al., 1989] that the inverse perpendicular electron damping length 1

λ
(e)
⊥

of the fast

wave is proportional to k⊥rβeξee−ξ
2
e . Here k⊥r ≈ ωRF/vA, vA ≈ c(Ωi/ωpi), βe =

2µ0neTe/B
2, ξe = ω/k‖VTe, and VTe =

√
2Te/me. With these scalings and fixed

ξee
−ξ2e , it is evident that 1

λ
(e)
⊥

∝ (ωpe/Ωe)
3Te and immediately obvious why additional

electron heating (or tail formation) is often used to increase wave damping. The

relative phase velocity ξe is typically chosen by antenna phasing (launched k‖) to

maximize either heating or current drive efficiency. As discussed in [Ono, 1995],

the feature of a high-β plasma most relevant to fast wave damping is the relatively

low magnetic field or, equivalently, large perpendicular permittivity ε⊥ ≈ (ωpe/Ωe)
2

and slow Alfvén speed vA ≈ c(Ωi/ωpi). In a plasma with ne = 5 × 1019m−3 and

B = 0.3 T, ωpe/Ωe ≈ 7. Thus, in a spherical tokamak plasma, fast waves at high-

harmonics of the ion cyclotron frequency may damp so strongly on electrons that

efficient off-axis current drive and current profile control might be possible provided

that parasitic ion damping at cyclotron harmonics is sufficiently weak.

1.4 Thesis Objective

The objective of this thesis is to begin to investigate the properties of high-harmonic

fast waves in a spherical tokamak plasma. The experiments in this thesis were
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performed on the Current Drive Experiment-Upgrade (CDX-U) tokamak which

has an aspect ratio A=1.5. This device produces ohmically heated plasmas with

〈βe〉 = 2µ0〈pe〉/B2
t0 < 2%, so electron damping of fast waves is not particularly

strong making direct electron heating potentially difficult to observe. While high-

harmonic fast waves look very promising for heating electrons and driving current

in next-generation ST devices such as NSTX, there are several wave coupling issues

which are potentially problematic and can be addressed in a small spherical tokamak

such as CDX-U even though the wave damping is relatively weak.

Because of the strong toroidicity (variation in 1/R) and large plasma current

(large Bp) for a given central toroidal field in a spherical tokamak, field lines will

typically be tilted 30-60◦ off the equatorial mid-plane at the outboard side of the

plasma. Not only is this angle large, but it will also vary significantly from startup

to current flat-top. Access to the inboard mid-plane is virtually impossible at low

aspect ratio, so the outboard mid-plane is the only realistic location for a fast wave

antenna in a device like NSTX. The point is that fast wave antennas are usually

carefully designed to have strap currents orthogonal to the edge ~B to excite a

compressional wave (i.e. the fast wave) while having Faraday shield bars parallel

to the edge magnetic field to short out any electric field along ~B which might

otherwise excite slow waves. Care is also usually taken to minimize the effects

of the radial feeds which supply current to the straps. To see that these issues

can be important, large power dissipation (up to 40%) in the Faraday shields of

JET antennas was observed for a shield misalignment angle of 22◦ and monopole

phasing [Bures et al., 1992]. Significant dissipation would likely have occurred for

other non-antisymmetric phasings such as current-drive phasing.

Power dissipation in the Faraday shield is reasonably well explained by RF-

driven sheaths [Perkins, 1989; D’Ippolito et al., 1991], and one obvious solution

would appear to be the reduction of the plasma density at the shield by adding

close-fitting side limiters. From structural, thermal conductivity, and impurity con-

siderations, these side limiters are typically made from low-Z electrically conductive

materials such as graphite. However, sheaths can also form on the conducting lim-

iter surfaces when the strap phasing is other than antisymmetric. In contrast to

conducting side limiters, insulating limiters were shown to greatly reduce impu-

rity influx and scrape-off layer interactions in the Phaedrus-T tokamak [Majeski
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et al., 1994; Sorensen et al., 1996] nearly independent of strap phasing. The two-

strap antenna built for the fast wave experiments in CDX-U also uses close-fitting

insulating side limiters to minimize plasma-antenna interactions.

The distinguishing feature of the CDX-U high-harmonic fast wave (HHFW)

antenna is that it is manually rotatable between plasma discharges. This allows

arbitrary angle between the antenna straps and the edge magnetic field. Further,

the two straps of the CDX-U HHFW antenna are passively decoupled. This allows

arbitrary relative phasing of the straps with minimal adjustment of the impedance

matching networks. The primary goal of these experiments is to characterize the

fast wave coupling efficiency, wave field profiles, and if possible, the heating effi-

ciency of high-harmonic fast waves all as a function of antenna strap angle. These

experiments should shed considerable light on the viability of efficiently coupling

to high-harmonic fast waves in next-generation spherical tokamaks such as NSTX.

1.5 Thesis Outline

This thesis contains 7 chapters and 1 appendix outlined as follows:

Chapter 1. This chapter provides introductory material on nuclear fusion, toka-

mak physics, some stability features of the spherical tokamak, parameters for

an idealized spherical tokamak fusion reactor, details of past fast wave heating

and current drive research, and describes the objective of this thesis.

Chapter 2. This chapter describes the CDX-U device, the new CDX-U vacuum

vessel built to accommodate the new rotatable antenna without decreasing

plasma size, briefly describes typical plasma parameters attained in the device,

and describes the various diagnostics used during experiments.

Chapter 3. This chapter describes details of the antenna design, describes the de-

sign and circuit principles of the impedance matching networks, and provides

details of the various RF amplifiers and related components.

Chapter 4. This chapter discusses what ICRF waves can be excited and propa-

gate in CDX-U plasmas, derives wave equations for fast waves in an annu-

lar plasma column including field-line pitch effects, documents the complete
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Fourier transform of the antenna current distribution, describes a simplified

matrix solution to the antenna-plasma coupling problem, and finally describes

how to compute the the power-weighted launch spectrum and effective strap

resistance due to wave excitation.

Chapter 5. This chapter describes results of many coupling experiments, includ-

ing: loading resistance as a function of strap angle, strap phasing, and power,

the effect of antenna and vacuum conditioning and impurity production as a

function of strap angle, detailed fast wave loading comparisons between ex-

periment and theory using measured profiles, magnetic field measurements as

a function of radial position and strap angle and comparison to theory, and

microwave scattering experiments measuring RF induced density fluctuations

as a function of major radius and antenna angle.

Chapter 6. This chapter describes results of electron temperature measurements

made with Thomson scattering and triple Langmuir probe diagnostics, de-

scribes estimates of the electron heating efficiency based on measurements of

radiated power and electron stored energy, and discusses measurements of the

fluctuating RF floating potential. Results of plasma formation experiments

using the rotatable antenna are also described.

Chapter 7. This chapter summarizes the theoretical and experimental results of

this thesis and outlines future lines of research.

Appendix A. This appendix briefly describes the ICRF wave theory of a fast

wave ray tracing program written to compute power deposition profiles for

this thesis and future work on NSTX.
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Chapter 2

The CDX-U Device

FOLLOWING the successful DC helicity-injection current drive experiments

in CDX [Ono et al., 1987], the Current Drive Experiment-Upgrade (CDX-

U) was proposed to the U.S. Department of Energy in 1988 to test this

high-efficiency current drive method in a low-aspect-ratio tokamak geometry [Ono

and The CDX Group, 1988]. Following the completion of CDX-U in 1989, sev-

eral students performed thesis research on the new device. Keeping with the theme

of investigating novel non-inductive current drive methods, the first dissertation

performed on CDX-U showed that by heating plasma electrons with ECH power a

2.4kA tokamak could be formed whose current was comprised completely of nat-

urally occurring pressure-driven currents [Forest, 1992; Ono et al., 1992]. The

experimental work of [Hwang, 1993] showed that it was possible to drive 10kA

tokamak discharges using DC-helicity injection and found evidence of anomalous

core current diffusion in the aforementioned pressure-driven tokamak.

The CDX-U device itself underwent a serious upgrade during 1992-1993 when it

was turned into an inductive tokamak with the addition of a compact ohmic-heating

solenoid and new stainless-steel top and bottom plates (and other vessel modifica-

tions). Using the new ohmic capability, ohmic start-up efficiency and the q(a) limit

(and its relation to resistive MHD) were investigated in the thesis of [Jones, 1995].

Preliminary experiments investigating the feasibility of inducing H-mode by inject-

ing ECH-heated ripple-trapped electrons were performed in the thesis of [Choe,

1996]. Lastly, a novel density fluctuation diagnostic using tangential phase con-

trast imaging was also tested on CDX-U [Lo, 1997]. This diagnostic was able to

21
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measure the radial wavenumber of core sawtooth activity and found broadband

density fluctuations (with k⊥ρi ≈ 0.4) consistent with the predictions of non-linear

electrostatic turbulence theory and previous experimental measurements on TFTR.

2.1 The New CDX-U Vacuum Chamber

The nominal plasma outer-radius in CDX-U is 56cm, while the smallest inner-

radius of the CDX-U aluminum vacuum vessel used in the dissertations above is

61cm. This small 5cm gap leaves very little room for an ICRF antenna. In the

interest of having more major-radial space for an outboard antenna and to reduce

the number of o-ring seals, a larger diameter 304 stainless-steel vacuum chamber

was constructed during 1996. The vacuum chamber wall was formed by rolling a

3/8” thick sheet into a 56” outer-diameter cylinder and welding the sheet together

at the vertical joint where the two ends of the sheet meet each other. Large diameter

rings to mate between the cylindrical chamber wall and the top and bottom vacuum

chamber plates (from the previous version of CDX-U) were cut from 1.5” thick 304

stainless-steel sheet with a plasma torch. One side of each ring was faced-off with

a large milling machine and the newly flattened side of one of the rings was welded

to the top of the rolled cylinder. The opposite side of the newly attached ring was

then faced off, and the process was repeated for the other ring. The final inner and

outer-diameter cuts were then made on the rings. With the rings firmly welded

onto the main vessel cylinder, the vessel structure had enough rigidity to begin

cutting port holes and welding the rectangular and circular ports onto the main

cylindrical chamber.

Metal-gasket-sealed circular Huntington Vac-U-FlatTM (CF) flanges were used

wherever possible to help improve vacuum conditions, and double o-ring seals were

incorporated in several of the rectangular ports. After installation of all circular

and rectangular ports, rectangular port faces received final face-cuts to ensure a flat

surface for vacuum sealing. Lastly, double o-ring grooves were cut into each ring

for sealing the new vessel to the top and bottom plates, and 1/2-20 bolt holes were

tapped into each ring for attachment to the plates. Extra care was taken during the

design phase to ensure alignment and compatibility with the vacuum pump-cart,

toroidal and poloidal field coils, and several of the diagnostics used previously on
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CDX-U (described in more detail in [Jones, 1995]).

Construction of the vacuum chamber took approximately 1 year from initial

procurement of the cylinder to installation of the completed vessel. Vessel dimen-

sions as viewed from above are shown in the drawing in Figure 2.1, and a side view

drawing of the unrolled vessel showing toroidal and vertical port locations is given

in Figure 2.2. A photograph of the completed vessel is shown in Figure 2.3. The

additional 9cm in available major radius of the new vessel allowed installation of

the CDX-U rotatable antenna (see Chapter 3) without reducing the plasma size.

The successful design, construction, and installation of the new CDX-U vacuum

chamber comprise one of the major technical accomplishments of this thesis.

2.2 Vessel and Plasma Dimensions

Parameter Value

Vessel cylinder outer radius 71.1 cm
Vessel cylinder inner radius 70.2 cm
Vessel cylinder height (H) 89.9 cm
Vessel volume 1.37 m3

Center column outer radius 9.4 cm
Center column limiter outer radius 11. cm
Antenna limiter inner radius 56. cm

Plasma geometric center radius (R0) 33.5 cm
Plasma minor radius (a) 22.5 cm
Plasma aspect ratio (A=R0/a) 1.5
Plasma half-height (b) 35-38 cm
Plasma elongation (κ=b/a) 1.55-1.7
Plasma triangularity 0.2-0.4

Table 2.1: CDX-U vacuum chamber and plasma dimensions

For reference, CDX-U vessel and plasma dimensions are listed in Table 2.1. A

drawing of the assembled CDX-U’s cross-section (including selected internal com-

ponents) is shown in Figure 2.4. As seen in the figure, inboard and top and bottom

limiter plates (molybdenum) protect the internal diagnostic coils while also defin-

ing the plasma boundary. The limiter plates and the antenna limiter define the
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Figure 2.1: Top view sectional drawing of the new CDX-U vacuum chamber show-
ing various dimensions (in inches) and toroidal locations of the ports. Lettered
rectangles represent the cross-sections of toroidal field coils.
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Figure 2.2: Side view drawing of the new CDX-U vacuum chamber (unrolled)
showing the vertical and toroidal locations of the ports. Lettered lines represent
locations of corresponding toroidal field coils.
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Figure 2.3: Photograph of the new CDX-U vacuum chamber just after comple-
tion. For comparison, the partial circular arc in the upper left-hand corner of the
photograph is the bottom of a mockup section of TFTR’s vacuum vessel.



2.2. Vessel and Plasma Dimensions 27

�

� � ��

� � � � � � 	


 � �  � �

� � � � � � � � � � � �
� � � � �  � � � � �  � � � �

! � �  � �" # $ #

% � � � � � � � � � � �

� & ' & ( ) * +
, & + -

. - & & / )0

1 2 / / & 3 4 - 5 '

6 7 8  � � �  � 9

: 5 ; 4 5 3 , & - 2 < ;

= � , 2 2 <
, > � < � 5 3

, ? - + ; @ 5 3

= � , 2 2 <
, > � < � 5 3

/ - � 4 5


 � 	 8 A 	

Figure 2.4: Drawing of the CDX-U cross-section showing center column, vacuum
chamber cylinder, vacuum chamber plates, magnetic field coils, magnetic diagnos-
tics, limiter plates, and antenna.
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maximum plasma size, but the plasma height is usually kept several centimeters

shorter than its maximum value (∆Z=76cm) to reduce limiter-strike frequency.

2.3 Discharge Programming

Operation of CDX-U as an ohmically-driven tokamak is sometimes challenging pri-

marily because of power supply and control limitations. The poloidal field (PF)

coils, toroidal field coils (TF), and the ohmic heating (OH) solenoid in the present

CDX-U are all powered from stacked banks of 400V electrolytic capacitors. Two

banks are fired in succession into each coil, and all discharge programming is de-

termined by the effective LC time of the bank-coil circuit, the bank charging volt-

age, and the firing times of the banks. The volt-second capability of the ohmic

solenoid is limited by stress considerations to 150 mV·sec, but the available solenoid

bank stored energy limits the flux swing to 40 mV·sec. ECH pre-ionization (1kW,

2.45GHz) is routinely used to minimize flux consumption and was studied exten-

sively in [Jones, 1995]. Current ramp-up is found to depend very sensitively on

PF programming. Eddy currents in the plate and vessel rings strongly affect null

formation and reduce the usable flux to 30 mV·sec. Schematics for the charging

and firing circuitry for these banks and the dimensions and positions of the coils

can all be found in [Jones, 1995], and a sketch of the coils is shown in Figure 2.4.

Plasma position optimization consists primarily of trying to keep the plasma

from interacting with the limiters too strongly, and limiter currents are monitored

to help guide PF coil capacitor bank voltage settings and firing time. Once the

plasma is reasonably well centered in the device throughout most of the discharge,

the ohmic solenoid bank voltage is adjusted incrementally to increase or decrease the

peak plasma current. Of course, all PF coil bank voltages must also be manually set

to track the new ohmic settings since there is no feedback (other than the operator)

on any of the coils in the system. All bank voltages are also a function of gas-puff

duration since neutral fueling affects the current ramp-up rate and peak current.
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2.4 Plasma Diagnostics

One of the most important diagnostics on CDX-U is the Rogowski coil (shown in

Figure 2.4) used for measuring the toroidal plasma current IP. Rogowski signal,

limiter current, and interferometer phase voltage provide most of the information

necessary to optimize plasma current, position, and density. The TF, OH, and all

PF coil currents are also routinely measured using Pearson current transformers.

Typical plasma current and applied loop-voltage time-traces are plotted in Fig-

ure 2.5. As seen in the figure, the peak plasma current ranges from 50 to 70kA

Figure 2.5: Typical time traces of the plasma current IP and applied loop voltage
Φ̇OH. Data taken 8/5/97.

and the “flat-top” duration is 2-3 msec. Most RF data in this thesis was taken

between t=13 and 16msec. Significant plasma current appears only after vessel

eddy currents have died away (t>7msec) allowing the formation of a poloidal field

null. Most of the plasma current and density is generated shortly after the second

OH capacitor bank fires (t=10msec), and the discharge ends by decaying away as

the applied loop voltage and vertical field (not shown) decay to zero.
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2.4.1 Magnetics

An array of poloidal magnetic field loops1 was installed during this thesis for edge

fluctuation studies and to measure edge equilibrium magnetic fields. This array of

30 pickup loops (also shown in Figure 2.4) greatly improved the poloidal resolution

of the fluctuation measurements relative to the vessel-mounted individual loops

used in [Hwang, 1993]. Twenty of the loop signals are routinely digitized, and a

contour plot of a 10-12kHz coherent edge magnetic field perturbation is shown in

Figure 2.6. As seen in the figure, the θ = +π location along a line of constant

Figure 2.6: Contour plot of poloidal magnetic field fluctuation amplitude versus
time and poloidal angle measured after the current peak. Data taken 8/5/97.

amplitude is continuous with the θ = −π location of a line 2 periods away. This

implies a mode helicity of m/n=2. Unfortunately, these loops could not be fully

utilized in routine equilibrium reconstruction using EFIT [Lao et al., 1985; Lao

et al., 1990] due to code convergence problems (possibly caused by inaccurate eddy

current measurements) and time constraints on the author of this thesis.

2.4.2 140GHz interferometer

The CDX-U radially-scanning 2mm microwave interferometer was built by Dr. Cary

Forest and is described in [Forest et al., 1990]. For CDX-U plasma densities, the

1This array was built by Dr. Wonho Choe.
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approximate linear relationship between the line-integrated density and microwave

beam phase change can be shown to be (see Section 5.5.1):

∆φ = σbeam

∫
nedl σbeam = λbeam

1

mec2
e2

4πε0
(2.1)

Here all units are MKS and σbeam ≈ 6 × 10−18m2 for 140GHz microwaves, so one

fringe (∆φ = 2π) corresponds to
∫

nedl ≈ 1 × 1018m−2. The plasma and reference

output signals (30MHz) from the interferometer are connected to an amplitude and

phase detector [Cutsogeorge, 1988] whose phase-difference output voltage gain

is 6mV/degree. The phase detector output voltage for a typical CDX-U plasma is

shown in Figure 2.7. The rapid fluctuations in the signal are caused by large density

Figure 2.7: Phase detector output voltage versus time for the discharge shown in
Figure 2.5 with the vertical microwave beam passing through R=35cm. Each rapid
2.2V drop or increase in voltage represents 1 fringe shift.

modulations associated with an internal 1/1 magnetic island (see Section 5.3.1) ro-

tating toroidally at 10-12kHz. The line-average density with the vertical microwave

beam passing through the magnetic axis is roughly 1.4 × 1018m−3 per fringe. The

peak line-average density from Figure 2.7 is therefore n̄e ≈ 8 × 1018m−3. The

volume-average density can be quite different from this value if the density profile

is strongly peaked, and a multi-chord inversion (or another diagnostic) is needed to

measure the density profile. Horizontal chords can also be used with the interfer-

ometer, but the graphite mirror used for reflecting the beam off the center column
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was removed soon after tokamak operation began to reduce carbon impurity influx.

A drawing of the CDX-U interferometer beam path is shown in Figure 2.8. Since

the interferometer receiver electronics are discussed at some length in Chapter 5, a

schematic of the system is provided in Figure 2.9.

2.4.3 Multi-pass/multi-pulse Thomson scattering

In the interest of obtaining core electron temperature measurements in CDX-U, a

Thomson scattering system was purchased from the Ioffe Institute (St. Petersburg,

Russia) and assembled in 1995. A drawing of this diagnostic positioned next to

CDX-U is shown in Figure 2.10. In this system, a 1-2 Joule Ruby laser is fired

into a cavity formed by two spherical mirrors. As seen in the figure, the vacuum

chamber and plasma are effectively part of this cavity. The mirrors reflect the

incident beam in a fan-shaped pattern which concentrates the beam energy near

the plasma center. This multi-pass amplification increases the scattered light to

many times the single-pass intensity.

The laser firing time is “controlled” by the firing time of the flash lamps and a

dye-filled passive Q-switch. In the CDX-U laser system, the exiting beam energy

is not dumped but rather is fed back into the laser cavity. This energy feedback

combined with the threshold action of the passive Q-switch is used to induce several

laser pulses from the rod (hence the term multi-pulse). The energy of each pulse and

the number of pulses is controlled by the flash lamp energy and the Q-switch dye

concentration. Each pulse is 200-300nsec in duration and the separation between

pulses is 100-200µsec. The spectrum of the scattered light is obtained using a

grating polychromator and light output from each spectral channel is converted to

a voltage signal using photomultiplier tubes. For reference, an optical schematic of

the Thomson scattering system is provided in Figure 2.11. Typical central electron

temperature data obtained with the Thomson scattering diagnostic is shown in

Figures 6.2 and 6.3.
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Figure 2.8: Drawing of the microwave beam path (arrows) of the CDX-U 2mm
radially-scanning interferometer (shaded gray). Equilibrium flux surfaces for the
reconstruction shown in Figure 5.17 indicate the nominal plasma position.
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Figure 2.9: Schematic of the CDX-U interferometer heterodyne receiver electronics
showing the forward tracking circuit used to eliminate phase noise. Schematic
reproduced from Figure 3 in [Forest et al., 1990].
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Figure 2.10: Drawing (cut-away) of the CDX-U vacuum chamber and plasma,
multi-pass/multi-pulse Thomson scattering system cart, and the beam path of the
laser. Thomson scattering system drawn by John Robinson.

2.4.4 Triple Langmuir probe

A triple Langmuir probe2 was used for electron temperature and density measure-

ments in the edge plasma of CDX-U. This probe provided profile information used

in fast wave coupling calculations, was used for measurements of density and tem-

perature fluctuations in magnetic islands, and appears to have measured ICRF

heating of electrons. A drawing of the probe head is given in Figure 2.12 and shows

that the head actually has four probe tips. Three of these are used for measuring

electron temperature, and the fourth is biased negatively to collect ion-saturation

current for estimating the electron density. Lastly, a graphite tube (not shown)

is threaded onto the stainless-steel shaft to protect the alumina cylinder (and a

fraction of the tip lengths) from direct interaction with the plasma.

The advantage of the triple probe for electron temperature measurements is

that probe-tip voltages need not be swept in time with an external voltage supply

to obtain an I-V (current-voltage) characteristic. This allows near-instantaneous

2This probe was borrowed from the PEGASUS group at the University of Wisconsin-Madison.
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Figure 2.11: Schematic of the CDX-U Thomson scattering optical system showing
the laser cavity, passive Q-switch, alignment equipment, prisms, energy detection
fast diode, focusing lenses, multi-pass mirrors, and polychromators. Schematic
drawn (mostly) by John Robinson.
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Figure 2.12: Drawing of the triple Langmuir probe head.

measurement of temperature and density with very simple external hardware. One

possible disadvantage of the probe is that the electron temperature is measured on

the tail of the distribution function. The triple probe was first described in the

main-stream physics literature in [Chen and Sekiguchi, 1965], and a review of

Langmuir probe physics can be found in [Hershkowitz, 1989].

The physics assumptions used in standard triple probe theory are as follows.

First, the electron distribution function is assumed to be Maxwellian with tem-

perature Te, so below the plasma potential φP the electron current density at the

probe tip Je ≈ −Jsate exp[ e(V−φP )
kBTe

]. Here V is the potential of the tip and e is the

magnitude of the electron charge. The electron saturation current density Jsate =

nee(kBTe/2πme)
1
2 . For e(V−φP )

kBTe
< −1

2
and Te � Ti, the ion current density (for

ion species s) is approximately constant and equal to Jsatis = nisZise(kBTe/mis)
1
2 .

Note that this temperature ordering is reasonably well satisfied in CDX-U plasmas

since the electron-ion thermal equilibration time is much longer than an energy

confinement time.

Electron temperature

To determine the electron temperature with a triple probe, all that is needed in

principle is a voltage source and a voltage meter. This result can be understood

as follows. First, one of the probe tips is allowed to float, i.e. there is a very

high impedance between the tip and ground. The potential of the floating tip, VF ,
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is then determined by the requirement that the tip draw no net current. This is

satisfied when AeJe +
∑
sAisJ

sat
is = 0. Here Ae,is is the effective area of electron,

ion collection of the probe tip. Defining Isate = AeJ
sat
e , Isati =

∑
sAisJ

sat
is , and

α = Isate /Isati , it is evident that the floating potential satisfies VF = φP − kBTe

e
lnα.

The factor lnα is approximately 3 for an ideal unmagnetized hydrogen plasma.

To complete the system, the two remaining probe tips are biased with respect to

each other (using stacked 9V batteries) by the amount VB = VH − VL. A drawing

of the triple Langmuir probe circuit indicating the various voltages and meters

(circles) is shown in Figure 2.13. As seen in the figure, the VH,L probe-tip pair

Plasma

VL VH

VB

SAT
I VF

Figure 2.13: Drawing of the triple Langmuir probe circuit.

is also allowed to float, so both tips draw ion saturation current since α � 1.

The electron current to this circuit must therefore balance twice the ion saturation

current of a single tip, so the following equation must be satisfied:

[
exp

(
eVH
kBTe

)
+ exp

(
eVL
kBTe

)]
= 2α−1 exp

(
eφP
kBTe

)
(2.2)

The “trick” of the triple probe configuration is to remove α and φP from Equa-

tion 2.2 simultaneously by using the relation exp
(
eVF

kBTe

)
= α−1 exp

(
eφP

kBTe

)
derived

from the floating potential measurement. Thus, the electron temperature can be

determined from measuring the voltage difference VH − VF between the high and
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floating probe tips and solving the equation:

exp

(
e(VH − VF )

kBTe

) [
1 + exp

(
− eVB
kBTe

)]
= 2 (2.3)

One very important feature of Equation 2.3 is that it is independent of collection

area and ion mass and charge. The effective collection area is not necessarily the

same as the physical area of the tip because of sheath and magnetic field effects,

but this does not matter so long as each tip is affected in the same way.

When eVB

kBTe
� 1, an immediately obvious approximate solution to Equation 2.3

can be obtained which yields the electron temperature directly:

Te(eV ) ≈ VH − VF
ln 2

(2.4)

A much more accurate approximate solution to Equation 2.3 valid for all eVB

kBTe
is:

Te(eV ) ≈ VH − VF

ln 2 − ln
(
1 + 11.888(VH−VF

VB
)3.57

) (2.5)

In several experiments on CDX-U, probe tips sometimes arced when VB was made

very large. Equation 2.5 was derived in this thesis to allow rapid and accurate

calculation of Te even when eVB

kBTe
was not much larger than unity. All triple probe

temperature data stated in this thesis is computed using Equation 2.5. During

experiments on CDX-U, VH , VF , and VL are all measured by dividing down the

voltage signal from each with a high-impedance resistive divider and connecting

the divided voltage signal to an LM356 JFET-input operational amplifier acting as

a buffer amplifier. The amplifier output voltage is then digitized.

Electron density

The electron density is estimated from measurement of the total ion saturation

current and the electron temperature computed from the method discussed in the

previous section. One obvious uncertainty in the measurement, aside from the

impurity species concentrations, is the the effective probe-tip collection area for the

ions. Each probe tip is Dp = 0.64mm in diameter and Lp = 4.6mm in length. The

surface area of each probe tip is therefore Ap ≈ 0.1cm2. At the very edge of CDX-U
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plasmas, approximate parameters are: Te = 10eV,TH = 5eV, ne = 1012cm−3, and

B = 1kG. Taking Dp as the relevant probe dimension orthogonal to ~B, length scales

are ordered as follows:

λD = 0.02mm � rLarmor−e = 0.1mm � Dp = 0.6mm � rLarmor−H = 3mm

From these orderings it is apparent that:

1. λD � Dp, so sheath effects should not be very important.

2. The electrons are strongly magnetized, so Ae ≈ Ap × 2
π
.

3. The ions are unmagnetized as far as the probe tip is concerned, so Ais ≈ Ap.

The density of each ion species can be written as nis = αisnitot and the mass of

each ion species can be written as mis = µismp. Here nitot is the total ion density

(
∑
s αis = 1) and mp is the proton mass. The total ion current collected by the

probe is therefore:

Isati = Apnitote

(
kBTe
mp

) 1
2

Z̄µ Z̄µ =
∑
s

(
αisZis
µis

)
(2.6)

The ion current density near the probe must be divergence-free in the absence

of particle sources, so the ions are evidently accelerated in the pre-sheath to an

energy kBTe

2
. The potential at the edge of the sheath is therefore φ = φP − kBTe

2e
,

so the electron density here is smaller than the bulk electron density by the factor

exp(−1
2
) assuming Maxwellian electrons. The average ion charge Z̄ =

∑
s αisZis,

so by quasi-neutrality outside the sheath the electron density in the bulk plasma is

given approximately by (in MKS units):

ne ≈
(
Isati

Ape

)(
mp

kBTe

) 1
2 Z̄

Z̄µ
exp

(
1

2

)
(2.7)

A more convenient expression using the computed Ap of the CDX-U probe is:

ne(cm
−3) ≈ 1014 Isat

i (A)√
Te(eV)

Z̄

Z̄µ
(2.8)
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For Isati measurements on CDX-U, one of the probe tips is biased strongly negative

using a power supply (Kepco, model BOP 200-1M 0–±200V, 0–±1A) until most

electrons are repelled. The ion current is then determined by measuring the voltage

across a small series resistance between the bias supply and ground. This current

and Te can then be used to estimate the electron density.

2.4.5 RF magnetic field probe

The head of the magnetic field probe3 used for measuring ~BRF during RF coupling

experiments is drawn in Figure 2.14. As seen in the drawing, three pickup loops are

Figure 2.14: Drawing of the RF magnetic field probe head showing Ḃ loops.

mounted on the probe head allowing simultaneous measurement of the amplitude

and relative phases of all three components of ~BRF. A cylindrical boron nitride

insulating cover is placed over the probe head (not shown) during experiments

to keep plasma from damaging the loops and to eliminate electrostatic pickup.

The alumina cylinder on which the loops are mounted is 3/8” in diameter by 1”

in length, and the boron nitride cylinder is 5/8” in outer diameter by 2 1/4” in

length. The leads to each loop between the loop and feedthrus are twisted-pair and

each lead has its own BNC vacuum feedthru at the end of the probe. Each coil is

electrically isolated from machine ground and the other coils. 180◦ hybrid junctions

3This probe was also borrowed from the PEGASUS group at UW-Madison.
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(Anzac, model HH-108, 200kHz-35MHz) are used in a power-summer configuration

to convert the loop voltage differences to ground-referenced signals to drive the

detection electronics.

The probe was calibrated using a resonant RF Helmholtz coil and the loop gain

at 12MHz is measured to be 290mV/Gauss with the hybrid junctions in place and

properly terminated. Directional discrimination is 20dB (minimum) for each loop.

Fortunately, the magnitude of ~BRF for typical RF power levels (PRF > 40kW)

was found to be roughly 1 Gauss (0-peak), so hybrid junction output signals can

be connected directly to standard amplitude and phase detector electronics [Cut-

sogeorge, 1988]. The 12MHz signal from the primary signal generator is split

and used as a reference phase for the determination of the relative phases of each

component of ~BRF. The probe is limited to a minimum accessible major radius

of R=50cm by the gate-valve and vacuum tubing separating the probe from the

vessel.

2.4.6 Soft x-ray array and bolometer

CDX-U plasmas seldom exceed 150eV even in the core, and 100eV plasmas are

quite common. Consequently, plasma radiation is dominated by line emission, and

most of this radiation is emitted from oxygen OIV, OV, and OVI charge states with

photon energies in the range of 50-100eV. Carbon emission is also present, but there

is very little graphite in CDX-U, so the radiation fraction of this impurity is small.

The radiated power in CDX-U is estimated bolometrically using AXUV photodiodes

manufactured by IRD (International Radiation Detectors). These detectors have

a flat responsivity (0.21A/W) in the energy range of interest and are fast. An

early application of this increasingly common bolometric technique can be found

in [Maqueda and Wurden, 1992]. The radial location of the bolometer on the

CDX-U vacuum chamber is indicated pictorially in Figure 2.15.

Figure 2.15 also shows the CDX-U horizontally-viewing soft x-ray (SXR) ar-

ray used previously on PLT4. This array has 75 isolated-ground ceramic vacuum

feedthrus staggered toroidally and poloidally in a 3×25 matrix. As seen in the

figure, the core of the plasma is imaged using 33 of the available channels. Biased

4This array was retrofitted for use on CDX-U by Dr. Dan Stutman
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Figure 2.15: Drawing of the CDX-U soft x-ray array and vertically-viewing bolome-
ter. The far right-hand side of the drawing shows the array of photodiodes attached
to vacuum feedthrus. The approximate locations of the q=1 and q=2 surfaces are
noted to indicate the portion of the plasma which can be imaged by the array.
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(+15V) 200Å gold surface-barrier diodes are used as detectors, and 0.3µm tita-

nium and 0.4µm beryllium foils are placed on a movable slide near the focus of

the array to act as filters. The titanium foil was chosen to filter nearly all oxygen

line-emission while passing CV and CVI light. The beryllium foil acts in a similar

fashion but passes only CVI light. The central temperature of CDX-U is well be-

low the ionization energy of CV (392eV) and CVI (490eV), so only the titanium

filter is typically used and array data is comprised primarily of CV emission. This

array has proven very useful for imaging core MHD fluctuations, and the mid-plane

channels provide useful data for monitoring carbon influx and observing any core

heating during fast wave coupling and heating experiments.

2.4.7 CDX-U data acquisition

Signals on CDX-U are recorded using LeCroy digitizers (models 8210, 8212, and

8212A) installed in CAMAC crates, and digitized data is temporarily stored in

LeCroy 8800A memory modules on the local crate. LeCroy 8901A GPIB interface

modules are used for communication and data transfer between the CAMAC crate

and computer workstations. A Macintosh Quadra 800 and a Sun SPARCstation 20

each running National Instruments LabVIEW data acquisition software (Version 3)

are used to trigger the CAMAC modules and store the acquired data on disk. The

Quadra was used for acquisition of soft x-ray array and magnetics data and the

SPARCstation was used for all other data. LabVIEW and IDL (Interactive Data

Language, Research Systems, Inc.) are used to analyze and plot the data after

each shot. All experimental data analysis in this thesis was performed using IDL.

Figures in this thesis plotting the analyzed data were also generated using IDL.

2.4.8 Toroidal location of CDX-U diagnostics

Many diagnostics were used during the fast wave coupling and heating experiments

performed for this thesis, and many of the figures in this chapter show cross-sections

of the CDX-U vacuum chamber combined with the poloidal profile of various di-

agnostics. To clearly indicate the toroidal location of these diagnostics relative to

the antenna, Figure 2.16 shows a top view of the CDX-U vacuum chamber and the

location of the diagnostics. The toroidal location of all diagnostics with the excep-
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Figure 2.16: Top view of the CDX-U vacuum chamber showing the antenna and
the toroidal location of various diagnostics used during RF coupling and heating
measurements.
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tion of the triple Langmuir probe was unchanged during the RF experiments. The

triple probe was located between TF coils E and F prior to 8/6/97 for measuring

profiles near the antenna and possible edge heating. The probe was moved to a

port between TF coils M and N after 8/5/97 to attempt to observe electron heating

far from the antenna. Lastly, CIII line-emission was occasionally monitored with

a visible monochromator (Minuteman Laboratories Inc., model 302VM) viewing

through a quartz window mounted on the tangential port between coils O and P.



Chapter 3

The CDX-U 12MHz RF System

THE CDX-U 12MHz RF system is comprised of three basic subsystems. The

first subsystem is the rotatable two-strap antenna installed in the new

CDX-U vacuum chamber. The second subsystem consists of two antenna

impedance matching networks connected to the high-voltage vacuum feedthrus of

the antenna. These networks transform the antenna impedance into a load suitable

for connection to high-power RF amplifiers. The third subsystem consists of sev-

eral RF power amplification stages including a RF signal generator, intermediate

amplifiers, and a final power amplifier.

3.1 The CDX-U Rotatable Antenna

The design of the CDX-U rotatable antenna was dictated by a combination of wave

excitation physics and engineering constraints. To efficiently excite the fast wave,

it is important to maximize the inductive tangential magnetic field at the plasma

surface. Because the vacuum fields excited by the antenna straps are radially

evanescent, it is desirable to have the straps as close to the plasma as possible.

However, because of large voltages resulting from strap self-inductance, the straps

must be isolated from the plasma. Faraday shields are often used in ICRF antennas

to better define the desired wave polarization and to provide a semi-transparent

ground plane between the plasma and straps. A Faraday shield is present in the

CDX-U antenna primarily to provide such a ground plane.

The distance between the shield and plasma was chosen to be 1cm to keep

47



48 Chapter 3. The CDX-U 12MHz RF System

plasma particles undergoing RF-induced
~E× ~B
B2 drifts from intercepting the shield

face. Not only can particles be displaced under the influence of wave electric fields,

but large gradients in the space potential caused by RF-driven sheath effects were

also a concern especially given the low magnetic field strength at the antenna.

A similar distance between the shield and strap was used to minimize the strap-

plasma separation distance while still ensuring that the strap would not arc to

ground. Once these parameters were chosen, the challenge was to design a compact

antenna capable of arbitrary rotation angle with nearly constant separation between

the straps and plasma, good ground contact between the vacuum chamber and

antenna, and maximal distance between the straps and conducting backplane to

maximize fast wave loading.

3.1.1 Conformal antenna geometry

Fortunately, the outboard plasma surface in CDX-U is approximately spherical.

The sphere which best fits both the toroidal and poloidal radii of curvature has a

radius of 46cm and is displaced from the vessel axis of symmetry by 10cm. This

allows the strap-plasma separation distance to be nearly constant as a function of

strap angle. Without this nearly constant separation distance, coupling measure-

ments and theory would be complicated by changes in effective antenna geometry.

The conformal fit of the antenna to the plasma was achieved as follows. First, a

beveled antenna backplane was milled from a 2” thick plate of aluminum. Straps,

Faraday shield units, and limiters are mounted on the backplane at an angle de-

termined by the chosen radius of curvature. A drawing of the backplane and the

components mounted on it is shown in Figure 3.1. For scale, the vessel wall inner-

radius is 70cm and the center-to-center distance between the straps is approximately

24cm. The strap separation distance was chosen to launch a wave with toroidal

mode number nφ ≈ 8 with antisymmetric strap phasing.

Secondly, each strap, shield unit, and limiter plate is shaped to conform to the

same radius of curvature in the direction orthogonal to the backplane bevel. Fara-

day shield elements were brazed into copper rails for mounting onto the backplane

in a modular fashion. Conformal 1/4” thick boron nitride limiter plates are at-

tached to 12” long × 1” thick Macor support blocks with flexible washers to allow

for limiter thermal expansion. As mentioned briefly in the introduction, boron
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Figure 3.1: Top view sectional drawing of the CDX-U antenna with straps vertical.
The backplane shape is chosen to keep the distance between the straps and plasma
very nearly constant for all antenna angles. Note also the bi-directional finger stock
trapped between the feeder can and grounding plate to keep good ground contact
for all antenna orientations.
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nitride (insulating) limiters were installed on the CDX-U antenna in an attempt

to reduce impurity influx and scrape-off layer interactions [Majeski et al., 1994]

during high-power RF.

The temperature rise of the antenna straps during RF is small because of the

very short RF pulse-length. Consequently, no active cooling of any part of the

antenna is required. Straps, shield elements, and feeds were all cut from 1/8” thick

oxygen-free copper sheet. The connection between a strap and strap-feed through

the backplane is made with a 1/2” diameter copper cylinder. The Macor support

blocks, Faraday shield units, and straps are all bolted into Helicoil inserts placed

in tapped holes in the aluminum backplane. The 1/2” diameter copper cylinders

are silver-soldered to the feeds and bolted to the straps.

3.1.2 Antenna grounding and backplane location

To simultaneously ensure good ground contact and maximize the strap-backplane

separation distance, the following design was employed. First, 1/4-20 threaded

studs were welded to the vacuum chamber wall above and below the antenna vac-

uum port. A flat 1/4” thick 304 stainless-steel grounding plate was then attached

to the vacuum chamber wall using the threaded studs. Silvered mesh was placed

at the plate-vessel vertical contact point to ensure proper plate grounding. Eight

rows of beryllium-copper bi-directional finger stock were mounted radially on the

plate prior to installation. A shallow 304 stainless-steel circular can is used to join

a 4-way reducer cross to the backplane, and the finger stock is compressed between

the back of the can and the front of the plate providing a rotatable ground con-

nection. A vespel ring mounted between the grounding plate and vacuum chamber

wall is attached to the can to keep the antenna from being forced into the vacuum

chamber by atmospheric pressure. A delrin spacer ring between the vespel ring and

can determines the compression of the finger stock. A drawing showing the location

of these components is given in Figure 3.2.

The feeder-can depth was chosen to be large enough to ensure that the transition

feeds do not arc to ground and that the antenna can be rotated to any angle

without hitting the vessel. On the other hand, the can depth was kept as small

as possible to maximize the strap-backplane separation distance. Image currents

in the conducting backplane (excited by the straps) generate electric fields at the
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Figure 3.2: Top view sectional drawing of the CDX-U antenna with straps rotated
90◦. The limiter, Faraday shield, and strap shapes were chosen to keep the distance
between the straps and plasma very nearly constant for all antenna angles.
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plasma opposed to those generated directly by the straps. The evanescent e-folding

length of the fields is similar for both the image and strap currents. Thus, if at all

possible, the strap-backplane separation distance should be at least several times

the distance between the strap and the plasma for efficient wave coupling. For the

CDX-U antenna, the minimum distance between the strap and backplane is at the

vertical mid-plane and is approximately 6.5cm. This is three times larger than the

plasma-strap separation distance.

3.1.3 Rotatable vacuum seal

A custom 304 stainless-steel 4-way reducer cross was built by Nor-Cal Products,

Inc. to provide a rotating vacuum seal and join the feeder-can to the high-voltage

vacuum feedthrus. The main tube of the cross is 14.25” long by 5” in outer diameter.

Two short 4” O.D. tubulation sections were welded into the main tube 10.75” from

the end of the tube. Rotatable 6” O.D. Huntington Vac-U-FlatTM flanges were then

welded to the two short tubes, and a rotatable 6.75” O.D. flange was welded to the

short end of the 5” tube. High-voltage vacuum feedthrus are electrically connected

and vacuum sealed by copper gaskets at the rotatable 6” flanges, and the 6.75”

flange provides internal access to the reducer cross.

An internal stainless-steel ring was welded to the other end of the cross and the

feeder-can is bolted to the reducer at this ring. The main vacuum seal is formed

by two o-rings separated by delrin rings inside a 304 stainless-steel spool-piece

attached to the vessel. The antenna is rotated manually using the high-voltage

vacuum feedthrus as large antenna handles.

A photograph of the antenna illustrating how various components are mounted

on the backplane is shown in Figure 3.3. Photographs of the antenna after in-

stallation into the new vacuum chamber are provided in Figures 3.4 and 3.5. The

antenna grounding plate behind the antenna is visible in the photograph of Figure

3.5, and this figure shows that the antenna is indeed rotatable.
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Figure 3.3: Photograph of the CDX-U rotatable antenna with the insulating limiter
box and half of the Faraday shield removed from the top strap. Visible on the top
of the photograph are the strap, Faraday shield bars (left), and Faraday shield end
plate (right).
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Figure 3.4: Photograph of the CDX-U antenna taken just after installation into the
new vacuum chamber.
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Figure 3.5: Photograph of the CDX-U antenna with antenna rotated 45◦. With
the antenna rotated, the vertical grounding plate behind the antenna is visible.
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3.2 Antenna Impedance Matching Networks

In the CDX-U RF experiments, it was desirable to use flexible waveguide in order

to make rotation of the antenna as simple as possible. RG-214 coaxial cable, a low-

loss double-shielded version of the more common RG-8, was used for its voltage

hold-off capabilities and ease of use. For the short pulse lengths of the experiments

discussed here (< 10 msec), a single coaxial cable can carry 50-100kW without

incident. Typically, the connectors at the ends of the cable limit the maximum

voltage. HN connectors - high voltage versions of the standard N connectors - are

capable of holding off more than 6kV DC without breakdown, and were used on all

high-power RF cables in the experiment.

In addition to the desire to use flexible cable for its simplicity, it was also

necessary to locate the RF amplifier approximately 20 meters from the antenna

due to space considerations. Thus, for efficient power transfer from the amplifier to

the antenna, it was necessary to tune the amplifier to the characteristic impedance

of the transmission cables. In the CDX-U RF experiments, the power output from

the amplifier is split in half with a 3” hard-line coaxial tee (see Figure 3.12), with

each output of the tee driving an antenna strap. Since each cable has a characteristic

impedance of 50Ω and the cables are effectively in parallel, the amplifier was tuned

for a real load of 25Ω. The antenna, however, is almost purely inductive, making

direct connection of the amplifier cables to the antenna straps impossible. Thus,

impedance matching networks are used to convert each strap impedance into a real

50Ω load. Details of the design of these networks are discussed below.

3.2.1 Minimization of strap mutual inductance

In the CDX-U RF experiments, one of many research goals was to study the effect

of different strap phasings on RF power coupling. Arbitrary phasing of a multi-

strap antenna configuration is often made difficult by the coupling between straps

through their mutual inductance. Ideally, one would like each strap to be completely

independent of the others to allow arbitrary phasing of straps without changing the

impedance matching settings of each strap. In large-scale ICRF experiments this

is typically accomplished through the addition of decoupling networks external to

the antenna [Pinsker et al., 1997] and/or through the placement of conducting
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septa between adjacent straps (see for instance the description of the TFTR Bay-M

antenna in [Carter et al., 1996]). Since the entire CDX-U antenna is rotatable and

since it is advantageous to keep the distance between the matching networks and

straps to a minimum to minimize feed self-inductance and hence voltage, a different

approach to decoupling the straps better suited to low frequency was used.

Figure 3.6 shows the equivalent circuit diagram of the antenna straps, feeds, and

matching networks for the CDX-U antenna. In this circuit, the antenna straps are

modeled as inductors in series with resistors, the feeds as inductors, and the match-

ing network elements as capacitors. It should be noted that the physical lengths of

the conducting structures of the combined matching network and antenna are much

shorter (< 1.5m) than the wavelength of radiation in these structures (15-20m), thus

making the simple circuit element model in Figure 3.6 meaningful. As shown in

Figure 3.6, the dominant mutual inductances are between the feeds (MAB1) and

between the straps (MAB2). Importantly, the strap currents are antisymmetric by

design, i.e. the grounding points on the backplane are opposed to each other ver-

tically. The strap feeds, on the other hand, are symmetric. Thus, in principle, it is

possible to configure the system in such a way that MAB1 +MAB2 ≈ 0, i.e. nearly

eliminating the net mutual inductance.

However, this mutual inductance reduction is not as simple as it first appears

since the straps are considerably farther apart than the feeds. This causes the feed

mutual inductance to dominate the strap mutual inductance in vacuum. However,

the fact that the feeder currents are inside the cylindrical conducting tube of the

antenna 4-way cross is advantageous because the cylinder-wall image currents tend

to reduce the feed mutual inductance. For the CDX-U antenna, trial sets of feeders

made of brass shim stock were constructed with different shapes, proximity to

the cylinder wall, and surface area until a configuration was found that virtually

eliminated the total (strap + feed) mutual inductance. More rigid feeds were then

cut from 1/8” copper sheet for the final design. As seen in Figure 3.7, the feeds

conform to the nearby cylinder wall and cover much of its surface area.

3.2.2 Matching network operation

Once the strap circuits have been nearly decoupled, the matching networks are

also nearly independent of each other and can be treated as independent circuits.
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Figure 3.6: Equivalent circuit diagram of the antenna straps, feeds, and matching
networks for the CDX-U rotatable antenna.
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Figure 3.7: Photograph of the feeds connecting the center conductors of the high-
voltage vacuum feedthrus to the antenna straps. The conformal shape of the feeds
and their proximity to the circular ground-plane were chosen to minimize the net
mutual inductance of the straps.
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The matching circuits (A and B) in Figure 3.6 each perform the aforementioned

impedance transformation as follows. Each parallel capacitor CP is tuned slightly

below resonance, i.e. 1/ωCP > ωL. Since the capacitive reactance 1/ωCP is larger

than the inductive reactance ωL in parallel with it, the net tank circuit impedance

remains predominantly inductive, but with a much larger magnitude. In the pro-

cess, any resistance in series with the inductance (such as RA or RB) also becomes

magnified, making the real part of the tank circuit impedance much larger in mag-

nitude. In short, CP is chosen such that the real part of the RLCP tank circuit

impedance is 50Ω. The series capacitance CS is then chosen such that the ca-

pacitive reactance 1/ωCS completely cancels the inductive reactance of the RLCP

tank circuit leaving only the real 50Ω component. Stray parallel input capacitance

CI modifies the CP and CS settings somewhat but does not change the general

principle of the circuit’s operation.

When RA and RB are small, the tank circuits must be tuned very close to res-

onance thus making the required CS small. Any changes in RA or RB then quickly

change both the inductive reactance and resistance of the RLCP tank circuits and

destroy the good impedance match. When RA and RB are sufficiently large, how-

ever, the inductive reactance and resistance of the RLCP tank circuits are relatively

insensitive to variations in RA and RB. This allows efficient power coupling to the

plasma (low reflected power) for nearly all loading resistances RA and RB typically

encountered in the coupling and heating experiments.

Determination of strap inductance and resistance

From the previous section, it is clear that a good estimate of the strap-circuit

inductance L must be obtained before a parallel capacitance CP can be chosen.

Initial estimates for L were obtained by connecting a vacuum-variable capacitor

to the high-voltage feedthru connected to the strap feed and tuning the capaci-

tor to resonance. These measurements yielded an inductance L ≈ 450nH. Later

measurements taken after the matching networks were installed found L ≈ 400nH.

The effective RF strap-circuit resistance in vacuum was determined by tuning

the matching network input impedance to 50Ω using a RF vector impedance meter

(Hewlett-Packard, model 4815A) and then measuring the strap current for a known

input drive power using current transformers (Pearson Electronics, model 110) built
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into each matching network. From power conservation, RSTRAP = 2PIN/I
2
STRAP .

Here ISTRAP is the zero-to-peak strap current and PIN is the RMS input power. At

12MHz, each strap circuit has an intrinsic resistance of approximately 125mΩ. This

resistance is simply the sum of the resistances of the strap feeds, the strap itself, and

the return path from the antenna backplane back to the matching network ground.

This resistance is significantly larger than the DC value due to skin depth effects,

and most of the loss in this circuit is thought to be in the antenna 4-way cross and

the outer conductor of the high-voltage vacuum feed-through which are both made

of 304 stainless-steel. Eddy currents in the Faraday shield blades located near the

radial strap feeds may also account for a portion of the vacuum dissipation.

In the presence of plasma, the strap currents dissipate additional power either

through radiation of waves or other parasitic effects. At high power, the forward

and reflected voltages for each strap are measured at the final power amplifier

output using directional couplers. Matching network capacitor adjustments are

made until the reflected voltage is minimized during a shot thereby ensuring that

each matching network input impedance is approximately 50Ω. The forward and

reflected voltages are then used to estimate (including transmission line losses)

the net power flowing into each network. The effective strap resistance is again

determined from power conservation as described above. This resistance is typically

less than 4Ω at low power and drops to approximately 1Ω at high power. Thus,

during typical high-power operation, the effective complex strap-circuit impedance

is ZSTRAP = RSTRAP + iωLSTRAP ≈ 1Ω + i30Ω where i =
√−1. The plasma

resistance RPLASMA is obtained by subtracting the vacuum resistance = 125mΩ

from RSTRAP . Lastly, it should be noted that the coupling efficiency of the antenna

is high since less than 15% of the antenna input power is lost to the inherent

resistance of the antenna during typical fast wave coupling experiments. A sectional

drawing and photographs of the matching networks are shown in Figures 3.8-3.10.

Circuit equations for the impedance matching network

Referring to the circuit diagram in Figure 3.6, the capacitance values CS and CP re-

quired for the matching network input impedance RM to be 50Ω can be determined
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Figure 3.8: Drawing of the upper half of the antenna impedance matching network.
An identical configuration is attached to the bottom strap feed (not shown). High-
voltage vacuum feedthrus from the PLT experiment were welded into 6 inch O.D.
CF flanges which were then mounted onto the antenna 4-way cross. Additional
brass and copper flanges were machined to mount glass vacuum variable capacitors
into a 6 inch O.D. waveguide tee. Circumferential strips of finger stock were soldered
into a brass mounting ring to connect the capacitor bases to the feed conductor
above the high-voltage feedthru. Lastly, Pearson RF current transformers were
mounted just above each high-voltage feedthru, and each air-side matching network
cavity was made vacuum tight allowing for SF6 or dry N2 backfilling if needed.
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Figure 3.9: Photograph of the antenna impedance matching networks with the
antenna straps vertical. The tripod on the end of the reducer cross is used to help
support the weight of the antenna and matching networks.
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Figure 3.10: Photograph of the antenna impedance matching networks with the
antenna straps rotated 45◦ as in Figure 3.5.
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as a function of ZSTRAP = RSTRAP + iωLSTRAP from Equations 3.1-3.6:

1

ωCP
= ωLSTRAP (1 + ε) (3.1)

1

ωCS
=
ωLSTRAP (ε− γ)

λ(1 + ε)
−RM

χ

1 + χ2
(3.2)

ε =

√
λ+ γ(λ− 1) + λ

1 − λ
(3.3)

γ = (
RSTRAP

ωLSTRAP
)2 (3.4)

λ =
RSTRAP

RM
(1 + χ2) (3.5)

χ = RMωCI (3.6)

As shown in Figure 3.11, the equivalent circuit model for the matching system is

Figure 3.11: Comparison between the circuit model discussed above and the mea-
sured matching network capacitor settings for minimum reflected power. The points
near RSTRAP = 0.1Ω correspond to the vacuum match while the points near 1Ω
correspond to a plasma match during high-power operation.

in good agreement with the experimentally measured matching characteristics. As

is also evident from Figure 3.11, the required matching capacitance value begins to
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show smaller variation with increasing RSTRAP for RSTRAP values above approxi-

mately 1Ω. This trend suggests operation with minimal capacitance adjustments

for these loading values. Experimentally, the reflected power with the nominal

capacitance settings becomes unacceptably large below approximately 0.6Ω.

3.3 The 12MHz 100kW Amplifier System

The CDX-U RF system begins with a low-power (P<10mW) 12MHz sine-wave

generator and ends at the antenna which radiates short pulses of RF power several

milliseconds in duration at power levels just above 100kW. Various stages of this

system are shown in the diagram in Figure 3.12. RF pulse triggering and electrical

schematics of several RF amplifier components are described below.

3.3.1 Low-power signal electronics

The primary signal in the RF system is a variable amplitude 12MHz sine wave

which is generated continuously using an analog signal generator (Wavetek, model

3006, +13dBm output max.). The output of the signal generator is connected to

an RF switch (Minicircuits Laboratories, model ZAS-3, 1-200MHz) whose state

is determined by an external control voltage. RF pulse timing and duration are

therefore controlled by the voltage present at the RF switch control input.

The switch control logic level (0V=off, 1V=on) is determined by several factors.

First, with regard to timing, the RF amplifier electronics are initially triggered in

synchrony with the earliest firing of the vertical field capacitor banks. This provides

a reliable timing reference since the relative firing times of the first-phase capacitor

banks are rarely changed since they have been optimized for plasma start-up. A

digital delay generator (BNC, model 7010) triggered by this initial pulse is then

used to control the RF pulse timing. With regard to pulse width, the output of

the delay generator triggers a pulse generator (Systron-Donner Corporation, model

100A) whose output voltage pulse-width determines the maximum length of the

RF pulse passed by the switch.

The pulse generator alone is insufficient to safely control the RF system. Es-

pecially at the highest RF powers, the input impedance of the matching networks
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Figure 3.12: Diagram of the CDX-U amplifier system starting from the 12MHz
signal generator and ending with the cables which connect the final power amplifier
to the antenna impedance matching networks.
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must be nearly 50Ω to avoid large-amplitude standing waves on the RF lines and

on the final-amplifier tube plates. To reduce the chances of RF system failure, arc

protection circuitry was built to allow the RF switch to pass the 12MHZ driving

signal only under certain circumstances. First, as described in the previous para-

graph, the pulse generator signal must be present, i.e. the RF system must be

triggered. Second, the Rogowski coil voltage is monitored and the plasma current

must exceed a threshold value (typically 30kA). Lastly, amplitude and phase de-

tectors [Cutsogeorge, 1988] monitoring the forward and reflected power of the

amplifiers were modified to open the RF switch for 500µsec if the ratio of reflected to

forward power on any of the amplifiers exceeds a threshold value of approximately

20%. The high-voltage vacuum feedthrus connecting the matching networks to the

antenna can also arc if the matching network RLC tank voltage is excessive, so

logic circuitry monitoring the strap current may be added in the future.

3.3.2 Intermediate power amplifiers

The output of the RF switch is passed through a 12MHz bandpass filter to atten-

uate harmonic noise generated by the switch. The output of the filter is then sent

to the intermediate amplifier stage where two amplifiers in series provide roughly

73dB of gain. The first amplifier (Instruments For Industry - IFI, model 406P,

10kHz-250MHz) provides 60dB of gain and boosts the signal generator power to ap-

proximately 100W. This wide-band amplifier is capable of generating over 1kW, but

the output becomes increasingly distorted above 300W. A tuned amplifier (Henry

Radio, model 5k Classic, 3.5-30MHz) was purchased to provide an additional 13dB

of gain without distortion and has a maximum output power of 2.4kW (at 12MHz)

for driving the final power amplifier.

3.3.3 Final power amplifier

The final power amplifier (FPA) is the most critical amplifier for this thesis as

it provides the final 17-20dB of gain needed for coupling 100kW to the plasma.

The amplifier tubes were used well beyond their nominal steady-state ratings to

achieve such a high gain at this high output power. Plate voltage (15kV) exceeded

its quoted maximum value by 50% and total instantaneous dissipated plate power
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(90kW) exceed the steady-state limit by a factor of three. Special care was taken

to understand the operation of the amplifier in order to maximize gain at every

stage while protecting the amplifier tubes as much as possible.

Principle of operation

The FPA is a Class-C grid-driven amplifier which uses two tetrodes (Machlett,

model ML-8281/4CX15000A) in parallel. The electron-emitting cathodes are con-

nected to ground and the control grid is nominally biased strongly negative allowing

very little current conduction (5mA) to the positively biased (+15kV) plate. Re-

ferring to Figure 3.13 and starting at the RF input of the circuit, the RF voltage

output from the second intermediate amplifier is capacitively coupled to a resonant

RLC tank circuit which amplifies the input voltage. The output of this tank circuit

is connected to each tube’s control grid and causes the grids to oscillate about their

fixed negative DC bias. During the positive-voltage portion of this oscillation, the

grid draws electrons off the cathode and these electrons are accelerated toward the

plate and upon striking the plate generate plate current.

The RF impedance between the plate and plate supply is made very large by

both a 100µH series inductor and a 3nF bypass capacitor on the supply side of

the inductor. Thus, the RF plate impedance to ground is large and the resultant

half-wave rectified current pulse from the cathode drives the plate into oscillation.

The plate oscillation characteristics are determined by the load on the plate, and an

impedance transformation network (π-network) between the plate and load serves

to attenuate harmonics of the fundamental and to transform the real impedance

(25Ω) of the load into the characteristic impedance of the tube pair (400Ω). The

screen grid has a low RF impedance to ground to capacitively decouple the plate

and control grids, and the screen DC bias provides a tube power gain factor of 4.5.

Plate power supply

The 100kW amplifier was originally built at PPPL1 for use on the PLT experiment

and was ready for use on CDX-U with only minor modifications. However, the

plate power supply is not included in the amplifier and had to be built from scratch

1This amplifier was built by PPPL RF engineer Christopher Brunkhorst.
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Figure 3.13: Circuit diagram of the 100kW final power amplifier.
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in order to power the amplifier to perform most of the experiments in this thesis.

The amplifier is 50-60% efficient at full power, so the plate supply must source in

excess of 200kW with very low duty-cycle (10msec/120sec). This is most efficiently

achieved simply by charging high-voltage capacitors between shots and discharging

a fraction of their stored energy to power the plate during an RF pulse.

The supply was built by housing three 20kV 60µF capacitors in the bottom half

of a 2′×3′×6′ cabinet with a high-voltage charging supply (Glassman High Voltage,

series EW, 20kV 30mA) and control electronics in the upper half. A schematic of

the supply is shown in Figure 3.14. To protect the operator, the capacitors are

automatically and rapidly discharged in the event of a power failure or if any access

panel on either the amplifier or supply is removed. To protect the tubes from

drawing excessive current, interlock circuitry only allows connection between the

plate supply and plate if negative DC control grid bias voltage is present. The switch

responsible for breaking this connection is slow and does very little to protect the

tube in the event of a rapid grid supply failure. The reflected power monitors in the

arc protection circuitry discussed in Section 3.3.1 protect the tubes to some extent

if an arc occurs in a cable, matching network, or in the antenna.

During heating experiments in April 1997, a very large MHD perturbation ex-

pelled plasma onto the antenna and caused an internal tube arc. The tubes never

recovered and had to be replaced. To greatly reduce the chances of damaging addi-

tional tubes, an ignitron crowbar was built and added to the plate supply. A current

transformer (Pearson Electronics, model 110) is used to measure the plate supply

output current. If this current exceeds a threshold value, as during a tube arc, the

ignitron is triggered and rapidly discharges the capacitor stored energy through a

1.5Ω resistor. The ignitron and dump resistor can be seen on the right-hand side of

Figure 3.14. For reference, a schematic of the ignitron firing circuit is provided in

Figure 3.15. During a tube arc, the ignitron crowbar reduces the energy dissipated

in the tube by a factor of 33. The crowbar and new tubes have operated without

incident since installation.
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Figure 3.14: Circuit diagram of the plate supply for the 100kW amplifier.
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Figure 3.15: Circuit diagram of the plate supply ignitron firing circuit. The firing
circuit input is connected directly to the output current transformer of the plate
supply to discharge the main capacitor banks in the event of a tube arc.
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Chapter 4

Fast Wave Coupling Theory

BEFORE entering into a discussion of experimental results, it is impor-

tant to identify which waves can be excited by the CDX-U antenna in

the frequency range of interest for typical plasma parameters obtained in

CDX-U. Further, it is desirable to compare predicted fast wave coupling efficiency

to experimental measurement. The starting point for both topics is Maxwell’s equa-

tions, and from these equations one can derive a wave equation for the electric field
~E in a dielectric medium (in MKS units):

∇2 ~E −∇(∇ · ~E) = µ0
∂ ~J

∂t
+

1

c2
∂2 ~E

∂t2
(4.1)

In this chapter, approximate solutions to Equation 4.1 are obtained in a cold magne-

tized plasma for a variety of boundary conditions in an attempt to model radiation

of fast waves from the CDX-U rotatable antenna and to model (sometimes crudely)

various attributes of the measured wave fields inside the CDX-U plasma.

4.1 ICRF Plasma Waves in CDX-U

4.1.1 The cold plasma wave equation

In a cold magnetized plasma, the tensor relationship between the wave induced

current ~J and the wave electric field ~E is obtained by solving the charged particle

equations of motion in response to ~E. Assuming a time dependence of the form

75
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e−iωt and plane stratified plasma with gradients perpendicular to the static magnetic

field, one obtains the equation:

∇2 ~E −∇(∇ · ~E) +
ω2

c2
~~ε · ~E = 0 (4.2)

where

~~ε · ~E =




S −iD 0

iD S 0

0 0 P





Ex

Ey

Ez


 (4.3)

and Ez is the electric field along the direction of the static magnetic field. The

tensor elements in the well-known Stix notation [Stix, 1962; Stix, 1992] are the

usual cold plasma definitions, namely:

S =
1

2
(R+ L) D =

1

2
(R− L) (4.4)

R = 1 +
∑
s

χ−
s L = 1 +

∑
s

χ+
s P = 1 +

∑
s

χps (4.5)

χ±
s = − ω2

ps

ω(ω ∓ Ωs)
χps = −ω

2
ps

ω2
(4.6)

ω2
ps =

nsq
2
s

msε0
Ωcs =

qsB

ms

(4.7)

4.1.2 The WKB solution to the cold plasma wave equation

To gain a better understanding of the physics embodied in Equation 4.2, it is

instructive to consider a homogeneous plasma and represent the electric field in

eikonal form as ~E ∼ ei(
~k·~x−ωt). Substituting this form of ~E into Equation 4.2,

defining the vacuum wavenumber k0 = ω0

c
(where ω0 is the angular frequency of the

wave in question) and the index of refraction vector ~n =
~k
k0

, nx can be solved for
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in terms of ny and nz = n‖. The resulting solution for n2
x and can be expressed as:

n2
x =

−B ±√
B2 − 4SC

2S
(4.8)

B = (S + P )(n2
z − S) + 2Sn2

y +D2 (4.9)

C = (n2
y + n2

z − S)[(n2
z − S)P + Sn2

y] +D2(n2
y − P ) (4.10)

Propagating waves exist for n2
x > 0 for a given pair of real-valued ny and nz

values – these pairs being determined by the launch spectrum of the antenna. Since

by definition the slow wave has the larger |n2
x|, the slow wave corresponds to the

positive root of Equation 4.8. The density dependence of the two roots for typical

CDX-U parameters is shown in Figure 4.1. Noteworthy in this figure is the fact

Figure 4.1: The density dependence of the refractive indices of the fast and slow
waves in a 0.1 Tesla hydrogen plasma with f = 12MHz, ny = 0, and nz = 50. Solid
lines indicate propagation (n2

x > 0) and dashed lines indicate evanescence.

that the slow wave can only propagate at densities several orders of magnitude

lower than routinely obtained in CDX-U plasmas.

With a wave frequency f=12MHz and the typical CDX-U parameters of ne ≈
3×1011 to 1013cm−3 from the antenna limiter radius to the plasma core and B ≈ 0.1

Tesla at the antenna, it is found that S, P < 0, P � S, and D > 0 across the entire

plasma cross-section. With this ordering of wave parameters (following [Ram and
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Bers, 1984]), the two roots in Equation 4.8 can be approximated by:

n2
x(slow) ≈ P

S
(S − n2

z) − n2
y (4.11)

n2
x(fast) ≈ S − n2

y − n2
z −

D2

S − n2
z

(4.12)

With these simplified forms for n2
x, several things become apparent. First, it

should be noted that the slow wave is strongly evanescent in the antenna coupling

region with wave-field amplitudes decaying to a negligible value in distances less

than a centimeter. This fact also has important implications for the excitation

of the ion Bernstein wave (IBW) [Bernstein, 1958]. This wave is predominantly

electrostatic and requires finite ion temperature to exist. It therefore obviously does

not exist in the cold plasma treatment discussed above. Using loop antennas, the

wave is typically excited by oscillating currents directed along the direction of the

equilibrium magnetic field. This wave is potentially a concern for CDX-U RF ex-

periments since the angle between the current straps and magnetic field is variable.

Experimentally [Ono and Wong, 1980; Ono, 1993] and theoretically [Brambilla

and Cardinali, 1992] it has been observed that direct excitation of the IBW does

not usually take place. Rather, one launches an electron plasma wave (EPW)

or cold electrostatic ion cyclotron wave (CESICW) which then mode converts to

an IBW at the lower hybrid resonance layer if the ion temperature is sufficiently

high [Ono, 1993]. Since for CDX-U parameters S is greater than 0 only at the

very low densities found well behind the antenna, IBW excitation should not be a

significant factor in the CDX-U RF experiments.

With regard to the fast wave, letting n2
z = n2

‖ and noting that S2 −D2 = RL,

Equation 4.12 can be expressed as:

n2
x(fast) + n2

y = n2
⊥(fast) =

(R− n2
‖)(L− n2

‖)

(S − n2
‖)

(4.13)

For CDX-U parameters, ω ≈ 5−10 ΩcH � Ωe, R > 0, and L < 0. This implies

that the fast wave must typically tunnel through an evanescent layer in front of the

antenna and begins to propagate past the right-hand cutoff. At sufficiently high

n2
‖, the fast wave no longer propagates anywhere in the CDX-U plasma.
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4.2 The Physics of Fast Wave Excitation

An important experimental parameter to be compared with theoretical models is

the real part of the antenna impedance, or equivalently, the effective resistance of

each strap due to radiation of fast waves. Much of the work in this section is not new

physics, but rather is motivated by the desire to include only the necessary physics

to model the experimental data and to do so in an intuitive and computationally

simple way. Slab ICRF codes have been around for some time and have been

used to model antennas and heating physics for many devices with much more

sophistication than what is described below.

Early treatments [Puri, 1983; Vdovin, 1983] of the coupling problem of-

ten made simplifying assumptions about the plasma profiles and antenna geom-

etry to allow analytic solutions. Typical assumptions included linear density pro-

files, fixed strap orientation with respect to the edge magnetic field, and prede-

fined strap current distributions. These treatments were soon extended to include

self-consistent antenna currents using variational techniques [Theilhaber and

Jacquinot, 1984; Puri, 1984]. Later treatments [Brambilla, 1988] removed

many of the aforementioned assumptions resulting in very useful antenna design

tools. The slab ICRF codes initially used to assess the CDX-U coupling character-

istics, namely ANTBER and FELICE based on the theory developed in [Bram-

billa, 1988], were found to predict loading values as much as an order of magnitude

higher or lower than what was experimentally measured and these values depended

strongly on the physics assumed in the antenna model.

The first code used, ANTBER, was often found to be susceptible to spurious

resonances in the radiated power spectrum with strap angles other than orthogonal

even in cases with broad density profiles and no hybrid resonance layer in front of

the antenna. As pointed out in [Brambilla, 1988], this may be due to the Faraday

shield model used in the code. In this code, the Faraday shield is assumed to cover

the entire poloidal and toroidal extent. This forces the component of ~E parallel to

the shield elements to be zero everywhere on the surface at the radius of the shield.

The second code used, FELICE, can model the antenna either with or without

a Faraday shield. Anomalously large loading was again predicted with the shield

present when the straps were rotated away from orthogonal, while loading results

when the shield was omitted were found to be closer to experiment. However,
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FELICE predicted loading roughly three times smaller than experiment using the

measured density profile and with the strap feeds included in the model.

Rather than attempt to determine the cause of the aforementioned loading

discrepancies by learning both the theory and coding of the existing codes, a new

coupling code was written using a simplified fast wave model and a more modular

antenna package. Because of the experience gained by using ANTBER and FELICE

and because of the the minimal Faraday shield coverage of the CDX-U antenna,

the shield is completely ignored in the coupling code. The resulting model was

found to be useful not only for loading calculations but also for understanding the

propagation characteristics of the fast wave. It can also provide accurate initial

conditions for ray tracing programs used for calculating fast wave damping rates

and power deposition profiles in CDX-U and future ST devices such as NSTX.

Theoretical details of this coupling code are described in following sections.

4.2.1 Theoretical assumptions

To compute fast wave coupling characteristics numerically, the solution domain is

typically broken into two regions - a plasma region and a vacuum+antenna region.

In the plasma region, the wave equations are Fourier transformed in the directions

orthogonal to the equilibrium gradients. To compute an upper limit of the fast wave

radiation resistance, it is often assumed that once the excited wave tunnels through

the evanescent layer and begins to propagate it never returns to the antenna. This

represents a pure radiation boundary condition. Applying this boundary condition

for each propagating Fourier mode, the wave equation is then integrated backwards

toward the antenna. Assuming cold plasma theory is valid, only coupling to the

fast and slow waves is expected. Thus, continuity of only four field components

can be enforced across the plasma-vacuum boundary. In order to conserve the

radial Poynting flux, the tangential electric and magnetic fields are assumed to

be continuous across the plasma-vacuum interface. Warm plasma effects can also

be included [Sy et al., 1985; Brambilla, 1988] in this region and can be very

important for IBW experiments.

In the vacuum+antenna region, it is assumed that the plasma density is zero and

that only metallic structures such as antenna current straps, septa, side walls, and

a conducting backplane are present. It should be noted that the CDX-U antenna
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has close fitting insulating limiters around each strap creating a sharp vacuum-

plasma boundary in front of the antenna straps. This design makes the theoretical

assumption of a well-defined boundary realistic. Further, complicated boundary

conditions and image and return current effects [Carter et al., 1996] can play a

major role in many large-scale tokamak RF experiments. These effects should not

be very important for the CDX-U antenna given its simple design.

4.2.2 Fast wave fields in an annular plasma column

To obtain a preliminary and computationally inexpensive model of the plasma wave

fields for coupling studies, Equation 4.2 can be solved in cylindrical geometry with

a purely toroidal magnetic field in which the magnetic field strength and charged

particle density profiles are taken to be functions of the major radius only. Note

that the effect of field-line pitch is neglected in the present treatment. Periodic

boundary conditions in the toroidal and vertical directions are assumed. Working

in cylindrical geometry and keeping much of the familiar slab notation, one obtains

the approximate (ignoring particle drifts induced by gradients in the magnetic field,

etc.) expression in Stix notation for~~ε · ~E:

~~ε · ~E =




S −iD 0

iD S 0

0 0 P





Ex

Ey

Eφ


 (4.14)

Here Ex, Ey, and Eφ are the outward major-radial, upward-vertical, and toroidal

wave electric fields, respectively. Note that the toroidal angle increases in the

counter-clockwise direction as viewed from above resulting in an x, y, φ coordinate

system which is left-handed. In CDX-U, the toroidal field is typically chosen to

point in the −φ̂ direction, so D remains positive for ω > 0. All relevant 1/R

effects are retained below to ensure conservation of the radial Poynting flux from

the antenna into the core of the plasma.

Fourier transforming in the y and φ directions, defining ny = ky

k0
, x = k0R,

and nz = n
x

where n is the toroidal mode number, the solution to Equation 4.2

in transform space requires solution of three coupled differential equations (one for
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each vector component):

(nz
2 + ny

2 − S)Ex + iny
dEy

dx
+ iDEy = −inz 1

x
d
dx

(xEφ) (4.15)

iny
1
x
d
dx

(xEx) − iDEx − 1
x
d
dx

(xdEy

dx
) + (n2

z − S)Ey = nynzEφ (4.16)

d
dx

1
x
d
dx

(xEφ) + (P − n2
y)Eφ = inzx

d
dx

(Ex

x
) − nynzEy (4.17)

An accurate approximate solution to these equations for the fast wave branch can

be obtained by noting again that for typical CDX-U parameters, |P | � |S|, |D|, n2
y ,

and n2
z. This holds true even at the plasma edge. Then, Equation 4.17 implies

that the magnitude of Eφ is much smaller than the magnitudes of Ex, Ey and

that d
dx

1
x
d
dx

(xEφ) is sub-dominant to (P − n2
y)Eφ. Consequently, the approximate

differential equations for the fast wave become:

(nz
2 + ny

2 − S)Ex + iny
dEy

dx
+ iDEy ≈ 0 (4.18)

iny
1
x
d
dx

(xEx) − iDEx − 1
x
d
dx

(xdEy

dx
) + (n2

z − S)Ey ≈ 0 (4.19)

(P − n2
y)Eφ ≈ inzx

d
dx

(Ex

x
) − nynzEy (4.20)

Equations 4.18 and 4.19 can now be converted into a single differential equation

for Ey, and the solutions for Ey and Ex can be used directly to obtain Eφ from

Equation 4.20. Remembering that in this treatment nz is a function of x, the

dominant fast wave field components Ey and Ex are obtained from the solution of

the following second-order differential equation:

Ey = ρÊy
d2

dx2
Êy = −ΦFW Êy (4.21)

ρ =

√
Σ

xσ
ΦFW = Φ0 + Φ1 + Φ2 (4.22)

Σ = n2
y + n2

z − S Φ0 = −Σ +
D2

σ
(4.23)

σ = Σ − n2
y Φ1 =

−ny
σ

[
D
d

dx
ln(

x

Σ
) +

dD

dx

]
(4.24)

Y =
1

x
+
n2
y

σ

d

dx
ln(Σ) Φ2 = −Y

2

4
− 1

2

dY

dx
(4.25)

iEx =
1

Σ

[
ny

d

dx
Ey +DEy

]
(4.26)
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There are several features to note about the above differential equation for Ey.

First, in the homogeneous slab case, with the 1
x

and d
dx

terms in ΦFW set to 0,

ΦFW = Φ0 = −Σ + D2

σ
and is identical to Equation 4.12. Further, in the limit of

x→ ∞,ΦFW reduces exactly to the inhomogeneous slab solution as found in [Ram

and Bers, 1984]. In the presence of major radial gradients and non-zero ny, the

dominant correction to the slab solution is the Φ1 term. This term not only modifies

the magnitude of ΦFW in the coupling region, but it also introduces potentially

important asymmetries in the vertical wavenumber spectrum since Φ1 is odd in ny

(unlike Φ0 and Φ2 which are both even in ny). The contribution of these additional

terms (Φ1 and Φ2) to the fast wave potential function ΦFW is typically found to be

small presumably because of the short perpendicular wavelength of the fast wave

in typical CDX-U plasmas at these frequencies. However, the 1
x

dependence of nz

in Φ0 is not negligible for the low-aspect-ratio geometry of CDX-U.

The initial conditions used in the solution of the above differential equation are

found trivially as follows. The maximum of ΦFW as a function of x is determined

for each set of vertical and toroidal mode numbers. If this maximum is greater than

zero the mode is considered propagating. For such modes, at the radial location

of the maximum ΦFW , the WKB approximation is usually justified and the first

derivative of the Êy can be computed for an assumed value of Êy consistent with

a purely inward radial Poynting flux as required for radiation from a low-field-side

antenna. For modes which do not propagate, the WKB approximation is usually

most accurately satisfied at the smallest values of x.

In both cases, Equation 4.21 is solved by expressing Êy as Êy = eS(x) resulting in

a familiar equation for S often used as a starting point for the WKB approximation:

d2S

dx2
+

(
dS

dx

)2

+ ΦFW = 0. (4.27)

This non-linear and complex equation is solved numerically using an implicit dif-

ferencing scheme and is found to yield accurate solutions using a small number

of radial grid points even in the presence of large evanescent regions. Once the

vertical and radial electric fields have been computed, the parallel electric field can

be computed, and the three magnetic field components are easily computed from
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∇× ~E = iω ~B. These fields provide the necessary tangential fields at the plasma-

vacuum interface for the fast wave. Lastly, evanescent slow wave fields are com-

puted in the WKB approximation in front of the antenna to provide the additional

tangential components of ~E and ~B required to solve the coupling problem.

4.2.3 Inclusion of field-line pitch and shear

The solution to Equation 4.2 in cylindrical geometry as described in Section 4.2.2

provides a simple understanding of the coupling problem but neglects an important

characteristic of the actual CDX-U plasma: significant field-line pitch and shear.

Since a solution to Equation 4.2 in a sheared cylindrical annulus is difficult even in

the fast wave approximation, one can use Equations 4.21–4.26 as a starting point

and note that in the limit of small field-line pitch and shear an approximate solution

can be obtained via the transformation y →⊥, z →‖. Specifically, the equations

used for determining the wave fields in the plasma are equivalent to solving Equa-

tion 4.21 in the direction perpendicular to both the density gradient and the local

magnetic field and then rotating the fields back into cylindrical coordinates at the

end of the calculation. By using the proper definitions of perpendicular and parallel

wave number, the conservation of radial Poynting flux can be retained. The new

coordinate system for these equations is shown in Figure 4.2. Neglecting gradient

φ

Y

θf

⊥

X

Figure 4.2: Coordinate system for the sheared-plasma fast wave equations.

terms in ΦFW , assuming |E‖| � |E⊥|, |Ex|, and defining the local field-line pitch

angle θf (x) = arctan(By

Bφ
), the final approximate equations for the fast wave fields



4.2. The Physics of Fast Wave Excitation 85

in a cylindrical annulus plasma including field-line pitch and shear are:

E⊥ = ρÊ⊥ 0 =
d2

dx2
Ê⊥ + ΦFW Ê⊥ (4.28)

ρ =

√
Σ

xσ
ΦFW = −Σ +

D2

σ
(4.29)

Σ = n2
⊥ + n2

‖ − S σ = Σ − n2
⊥ (4.30)

n⊥ = αfny − βfnz n‖ = αfnz + βfny (4.31)

αf = cos θf βf = sin θf (4.32)

cB⊥ = −ω0

ω
n‖Ex cB‖ =

ω0

ω

[
n⊥Ex + i

d

dx
E⊥

]
(4.33)

Ex =
−i
Σ

[
n⊥

d

dx
E⊥ +DE⊥

]
cBx =

ω0

ω
n‖E⊥ (4.34)

Ey = αfE⊥ + βfE‖ Eφ = αfE‖ − βfE⊥ (4.35)

cBy = αfcB⊥ + βfcB‖ cBφ = αfcB‖ − βfcB⊥ (4.36)

nz =
n

x
E‖ =

n‖
[
ix d

dx
(Ex

x
) − n⊥E⊥

]
P − n2

⊥
(4.37)

The tangential electric and magnetic fields at the vacuum-plasma interface obtained

from Equations 4.35–4.36 for each vertical and toroidal mode number are then used

as boundary conditions in the antenna-plasma coupling equations.

4.2.4 The antenna-plasma coupling equations

As shown previously in Figure 3.3, each CDX-U antenna strap has its own Faraday

shield made of U-shaped Faraday elements mounted on rails. Since the dominant

electric field excited by the strap is directed along the strap and the shield side

strips are orthogonal to the strap, the shield should be nearly transparent to the

excited fields with minimal eddy currents flowing in the Faraday shield structure.

Additionally, the end plates on the top and bottom of each strap provide capacitive

coupling between the strap feeds and grounded backplane in an attempt to keep

the characteristic impedance of the strap uniform along the entire length of the

strap. The current in the feeds can play an important role in the computation

of the antenna impedance as shown in [Bhatnagar et al., 1982] and this effect
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can be taken into account. Thus, to a good approximation, the CDX-U antenna

can be modeled as a pair of independent bare straps with feeds and no Faraday

shield - characteristics which greatly simplify the coupling theory. Experimentally,

however, the Faraday shield may play a vital role in helping to keep plasma off the

straps during disruption events thereby reducing the possibility of antenna arcs.

The starting point for the antenna calculations is at the conducting back-

plane wall where the tangential electric and normal magnetic fields must vanish.

Maxwell’s equations in vacuum and the radial feed currents then determine the

fields in the region between the backplane and strap and also between the strap

and the plasma. Continuity of the tangential electric fields across the strap and the

jump in the tangential magnetic field induced by the strap current then determine

two of the four components of the tangential fields at the vacuum-plasma interface.

These fields in the vacuum+antenna region are very difficult to calculate analyt-

ically in full cylindrical or toroidal geometry. However, because the radial width

of the vacuum region is small compared to the average major radius of the region,

curvature effects should not be particularly important. Therefore, as in most other

treatments, the vacuum wave fields computed below are solved in Cartesian coordi-

nates using the wavenumbers from the plasma solution found at the plasma-vacuum

interface. It should also be noted that the interface field continuity conditions are

applied using a somewhat different methodology than the impedance matrix for-

mulation used by several other authors [Brambilla, 1988; Carter et al., 1996] in

that here it is assumed that the fast and slow waves are completely decoupled and

that the antenna-plasma coupling problem is ultimately reduced to determining the

weighting of each wave branch. This treatment should be reasonably accurate so

long as the wavelengths of the two waves are sufficiently different (see Figure 4.1).

To begin the mathematical analysis, one must define the forward and inverse

Fourier transforms of an arbitrary field A(x, y, z, t) appropriate for the assumed

periodic boundary conditions. These transforms are given respectively by:

Ã(x,m, n, ω) =
∫ ∞

−∞

∫ Lz

−Lz

∫ Ly

−Ly

dt

2π

dz

2Lz

dy

2Ly
e
−i( mπy

Ly
+ nπz

Lz
−ωt)

A(x, y, z, t)

(4.38)

A(x, y, z, t) =
M∑

m=−M

N∑
n=−N

∫ ∞

−∞
dωe

i( mπy
Ly

+ nπz
Lz

−ωt)
Ã(x,m, n, ω) (4.39)
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The inverse transform is exact in the limit M,N → ∞. In practice, of course, M

and N are increased from a small value until the sum is observed to be converged

to within a specified tolerance. Note that Ly and Lz are the poloidal and toroidal

half lengths of the system, respectively, such that 4LyLz is equal to the surface area

of the plasma in the torus. The corresponding wavenumbers then become ky = mπ
Ly

and kz = nπ
Lz

. The indices of refraction are given by ny = ky

k0
and nz = kz

k0
where

k0 = ω0

c
. Both positive and negative frequency components are retained to be used

as a check on the algebra since all inverse transforms should be real-valued.

The coupling equations can be written in such a way that the wave-branch

weights are related to the strap current induced magnetic field through a single

matrix inversion and multiplication for each pair of toroidal and poloidal wave

numbers. Complicated antenna geometries can then be built up from the simple

addition of sheet currents with feeds provided that the radial locations of the sheets

are the same. As seen in the scale drawings of Figure 4.3, this sheet current model

is an excellent approximation to the actual strap configuration with the proper

choice of model dimensions. In all antenna modeling that follows, the major radial

location of the straps is determined by the distances noted in Figure 4.3a.

Figure 4.3: (a) Model antenna strap configuration showing strap length, distance
from backplane, and distance from plasma. (b) Actual strap configuration showing
strap (dark curve), Faraday blades (vertical bars), and BN limiters (dark plates).

The coordinate system for the following analysis is shown in Figure 4.4. Here

x is the inward radial direction, y is the upward vertical direction, and z is in the

toroidal direction. For a rectangular current sheet of width 2w and height 2h in

the y, z plane centered about the position (x = −a, y = y0, z = z0) carrying a peak

current of I0 in the ŷ direction when θstrap = 0◦, the complete Fourier transform of

the strap and feed current induced magnetic field in space and time assuming a time

dependence of cos(ωt+ Ψ) can be computed easily. Note that in this computation
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Figure 4.4: (a) Diagram showing the coordinate system and strap orientation used
in the theoretical model of the CDX-U antenna as viewed from behind the antenna.
(b) Diagram showing the radial locations of plasma region, antenna region, and
conducting backplane. Note the radial direction for the antenna model is opposite
to that used for the fast wave model (see Figure 4.2).
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the current density along the strap is assumed to have a distribution of the form

cos (nak0(y − γh)). This allows resonant antenna configurations and explicit place-

ment of ground points. The current density along the feeds, however, is assumed to

be constant and matches the current density at the corresponding end of the strap.

In the equations that follow, c is the speed of light in vacuum, Rvac = 376.73Ω is the

radiation resistance in free space, and γ is the vertical location (÷h) of maximum

current density on the strap. The current distribution along the strap is not solved

for self-consistently, and it is assumed that the phase velocity of the current wave

along the strap is constant and given by vphase = c/na. With these definitions, the

Fourier transform of the tangential magnetic field components induced by a single

strap with feeds can be expressed as:

cB̃strap−y = −RvacJ̃sβs cB̃feeds−y = +RvacJ̃f
inz
k0ν2

x

(4.40)

cB̃strap−z = −RvacJ̃sαs cB̃feeds−z = −RvacJ̃f
iny
k0ν2

x

(4.41)

J̃s =
I0
2w

F̃sG̃Γ̃W̃ J̃f =
I0
2w

F̃f G̃Γ̃W̃ (4.42)

F̃s =
h

2Ly
[Ys+ + Ys−] F̃f =

1

2Ly
[Yf+ − Yf−] (4.43)

Ys± =
sin θ±
θ±

e±iθa Yf± = cos(nak0h(1 ± γ))e±in
′
yk0h (4.44)

The definitions common to both the strap and feed transforms are:

G̃ =
w

Lz

sin θz′

θz′
Γ̃ = e−i(kyy0+kzz0) (4.45)

W̃ =
1

2
[w̃+ + w̃−] w̃± = δ(ω ± ω0)e

±iΨ (4.46)

αs = cos θstrap βs = sin θstrap (4.47)

ny′ = nyαs − nzβs nz′ = nyβs + nzαs (4.48)

θz′ = nz′k0w θ± = (ny′ ± na)k0h (4.49)

θa = γnak0h (| γ |≤ 1) ν2
x = n2

y + n2
z − 1 (4.50)

Expressing the interface fields as a weighted sum of fast and slow (F,S) wave

contributions, the fields can be written as ~E = wF ~E
F + wS ~E

S and ~B = wF ~B
F +
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wS ~B
S. Now, define the column vectors w̄ and B̄ as:

w̄ =


 wF

wS


 B̄ =


 cB̃strap−y + cB̃feeds−y
cB̃strap−z + cB̃feeds−z


 (4.51)

The matrix equation determining wF and wS can be shown to be:

w̄ = ¯̄A
−1 · B̄ (4.52)

The matrix ¯̄A in Equation 4.52 and related matrices are defined as follows:

¯̄A =
(
γ1
ω0

ω
¯̄R · ¯̄e+ γ2

¯̄b
)

¯̄R =
i

νx


 −nynz −(1 − n2

y)

(1 − n2
z) nynz


 (4.53)

¯̄e =


 EF

y ES
y

EF
z ES

z


 ¯̄b =


 cBF

y cBS
y

cBF
z cBS

z


 (4.54)

The remaining parameters required to compute ¯̄A are given by:

ν2
x = n2

y + n2
z − 1 γ1 = βa − τaαa γ2 = αa − τaβa (4.55)

τa = coth(νxk0(wbp − a)) αa = cosh(νxk0a) βa = − sinh(νxk0a) (4.56)

Several things are noteworthy about Equation 4.52. First, the assumption that

the feed current density is uniform results in the Fourier transform column vector

B̄ being independent of the antenna radial-build parameters. Thus, to determine

the effect of different strap and backplane locations on the wave-branch weights,

only the parameters γ1 and γ2 need be changed. Secondly, the assumption that the

current sheets all lie on the same major-radial surface allows additional straps (or

the neglect of feeds) to be incorporated simply by adding additional transformed

fields to the column vector B̄. For reference, the parameters a and wbp−a in Equa-

tion 4.56 are the radial distance between the strap and the vacuum-plasma interface

and the distance between the strap and the conducting backplane, respectively.
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4.2.5 Computation of the radiation resistance spectrum

Once the wave-branch weights have been determined for a given antenna configu-

ration, such things as field amplitudes or Poynting flux can be computed inside the

plasma. In the cold plasma approximation the fast wave carries no kinetic flux and

there is no wave energy dissipation. Therefore, the time-average power flowing into

the plasma is given by integrating the fast wave inward radial time-average Poynt-

ing flux over the entire plasma surface area. Of course, the time-average is most

easily carried out in Fourier space and for a function E with a single oscillation

frequency ω0, the transform of E can be written as:

Ẽ(x,m, n, ω) = Ẽ+(x,m, n)δ(ω − ω0) + Ẽ−(x,m, n)δ(ω + ω0) (4.57)

Then, the time average of the product Ẽ · B̃ when E and B oscillate at the same

characteristic frequency ω0 is given by:

〈Ẽ(x,m, n, t) · B̃(x,m′, n′, t)〉 = Ẽm,n
+ B̃m′,n′

− + Ẽm,n
− B̃m′,n′

+ (4.58)

Now letting E = Ey and B = Bz (ignoring for simplicity the small EzBy term in

the fast wave Poynting flux), the time-average radial Poynting flux Nx is given by:

〈Nx(x, y, z)〉 =
1

Rvac

∑
m,m′

∑
n,n′

e
i(m+m′)πy

Ly e
i(n+n′)πz

Lz

(
Ẽm,n

+ cB̃m′,n′
− + Ẽm,n

− cB̃m′,n′
+

)
(4.59)

The total time-average power flowing into the plasma is therefore:

〈Pplasma〉 =
∫ Lz

−Lz

∫ Ly

−Ly

〈Nx(x, y, z)〉dydz =
∑
m,n

〈Pm,n
plasma〉 (4.60)

where

〈Pm,n
plasma〉 =

4LyLz
Rvac

(
Ẽm,n

+ cB̃−m,−n
− + Ẽ−m,−n

− cB̃m,n
+

)
(4.61)

It is important to note that 〈Pm,n
plasma〉 as written in Equation 4.61 is real-valued

for all values of m and n. This is a direct result of the symmetry properties of

the E fields as implied by Equation 4.21, namely Ẽm,n
+ = Ẽ∗ −m,−n

− . An effective
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strap resistance due to fast wave radiation, R̄FW
strap, can now be defined from power

conservation:

R̄FW
strap

Nstraps∑
i=1

I2
0 i

2
= 〈Pplasma〉 (4.62)

Here Nstraps is the number of straps and I0i is the peak current of strap i. The

resistance R̄FW
strap defined in Equation 4.62 can be compared directly to experimen-

tally measured values. Lastly, the power spectrum from Equation 4.61 can also be

used to weight different wavenumbers in ray tracing calculations (see Appendix A).

4.2.6 Computation of wave fields in the plasma

The wave-branch weights discussed in previous sections can also be used to deter-

mine the fields inside the plasma since the tangential fields at the vacuum-plasma

interface are continuous. Starting from the properly weighted wave fields given

in Equations 4.34–4.36, the inverse Fourier transform given by Equation 4.39 can

be used to compute fields both as a function of time and position in the model

plasma. Modeling of measured wave fields is relatively straight-forward because of

the simple geometry assumed.

However, this model of the fast-wave wave fields is rather crude because wave

damping is ignored and vertical plasma symmetry is assumed. Calculations of wave

polarization and amplitude are likely to be quite inaccurate in the plasma core where

the neglect of the radial component of the poloidal field is a poor approximation.

Predictions in the plasma edge may be more accurate if the vertical phase velocity

is small and/or if the wave field for a particular set of wavenumbers is radially

evanescent. Most wave-field amplitude calculations in this thesis were performed

primarily to see if measured amplitudes were of the same order of magnitude as

prediction. The primary purpose of the coupling code written for this thesis is to

model the fields directly in front of the antenna to compute the radial Poynting flux

of the fast wave for different antenna configurations (i.e. the coupling efficiency)

with reasonable accuracy and in a computationally simple fashion.



Chapter 5

Fast Wave Coupling Experiments

BEFORE discussing the results of detailed coupling measurements, it is in-

structive to view typical RF shot time-traces and related parameters as

shown in Figure 5.1. The top plot in the figure shows the toroidal plasma

current in kilo-amperes. The vertical dotted lines in this plot indicate the time

window in which the plasma current exceeds a preset threshold value. For plasma

currents below this value (in this case 30kA), the arc-protection logic circuitry will

not allow an RF drive-signal to be sent to the amplifiers. The three numbers next

to this plot between the horizontal lines in the text column are the antenna strap

angle away from vertical (θSTRAP), the power coupled to the plasma (PP) com-

puted by subtracting the power dissipation in the antenna from the net antenna

input power, and the effective strap resistance due to the plasma (RP) computed by

subtracting the inherent resistance of the antenna straps from the measured total

strap loading. The strap angle θSTRAP listed in Figure 5.1 is opposite in sign to

that shown in Figure 4.4. The straps are approximately orthogonal to ~B (for IP =

50-70kA) when θSTRAP is −30◦.

The second and third plots from the top of the figure show the forward and re-

flected powers in kilowatts for straps A and B. These powers are computed by mea-

suring the forward and reflected voltage at the output of the final power amplifier

(FPA) and assuming that the matching network input impedance is approximately

50Ω. Cable resistive losses from the amplifier to the antenna are taken into account

for the forward power but not for the reflected power. As shown on these strap

power plots, the shot-average reflected power is typically ≤ 5% implying that the

93
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Figure 5.1: Typical RF shot parameters obtained early during the experimental
campaign. Note the time variation in the loading resistance (bottom plot) and
strap A and B forward powers (second and third plots from the top) as they all
track the density build-up (not shown) during the current ramp-up. Data taken
11/06/96.
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matching network input impedance must be close to the assumed value. Also note

in these plots that during the current ramp-up the forward power on both straps

increases significantly and tracks the electron density (not shown). The text at the

right of each of these plots lists the forward power, reflected power, the ratio of

reflected to forward powers, and the net input power of each strap.

The fourth plot from the top shows that the current (Amperes 0-peak) in strap

A (solid line) and strap B (dashed line) are very nearly equal and approximately

constant during the RF pulse. The effective strap resistance (i.e. loading) for strap

A (solid line) and strap B (dashed line) is shown in the bottom plot to vary by

more than a factor of two during the density ramp-up prior to the current peak.

Due to the variability of the loading during an RF shot, the loading values listed

in Figure 5.2 and in all subsequent plots are RF shot-average values.

5.1 Early Experiments

Perhaps the first and easiest quantity to measure in an ICRF experiment is the

plasma loading resistance as defined in Section 3.2.2 of Chapter 3. The dependence

of the loading on RF power, strap phasing, and particle density elucidates many

features of the antenna coupling properties. Some of the very first loading data

taken with opposing strap currents (0−π phasing) was obtained a few days after the

final power amplifier became operational. As shown in Figure 5.2, early in the run

day the loading shows an apparent exponential increase as the power is decreased.

For fast wave radiation, the loading should be independent of power. This indicates

that some kind of non-linear loading effect or “parasitic” dissipation is coming into

play. Possible sources of parasitic loading include sheath dissipation as observed for

instance on JET [Bures et al., 1992] and ionization of neutrals out-gassing from the

antenna limiters, just to name a few. By the end of the run day, the loading at low

power is significantly reduced indicating that the power deposited in the edge by the

antenna is likely “scrubbing” the surrounding walls free of impurities and liberating

much of the absorbed limiter gas. Importantly, the loading is seen to become nearly

independent of power above a few kilowatts—the first sign that power may be

coupling to the fast wave. With regard to the antenna limiters, boron nitride (BN)

is an excellent insulator material for a limiter due to its high thermal conductivity,
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Figure 5.2: Plasma loading measured as a function of power for 0− π phasing and
vertical straps. This data was taken shortly after the final power amplifier became
operational. The drop in loading at the end of the run day indicates cleaning of
the antenna and surrounding vacuum chamber walls. Data taken 10/29/96.

high melting point, small coefficient of thermal expansion, and superior dielectric

strength. Its primary drawback is a high porosity of 10−15% making it susceptible

to binding water in large quantities. This unwanted absorption and resultant fueling

can certainly cause parasitic loading and explain much of the data Figure 5.2.

While Figure 5.2 clearly indicates that significant power is being coupled to the

plasma, the usual impurity problems which often plague ICRF heating experiments

in small devices were noticeable very early in the experiment. This is seen most

clearly in Figure 5.3 which shows the plasma current for two discharges with oth-

erwise identical parameters—the only difference being the application of a modest

amount of RF power. On the present CDX-U device, there is no feed-back on

the ohmic loop-voltage to keep the plasma current constant. Consequently, any

changes in fueling or resistivity can have a significant impact on the plasma cur-

rent. As seen in Figure 5.3, the wall impurities and/or trapped limiter gas released

during an RF pulse of only 15kW are sufficient to decrease the plasma current

and shorten the pulse-length by inducing an earlier reconnection and consequent

discharge termination.
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Figure 5.3: Time traces of plasma current with and without applied RF power in
early experiments. The impurities released and/or fueling during an RF pulse of
only 15kW are observed to increase the plasma resistivity resulting in lower current
and earlier reconnection and discharge termination. Data taken 11/06/96.

5.1.1 Antenna and vacuum conditioning

Antenna limiter bake-out

In order to minimize the impurity and fueling effects associated with the antenna,

several antenna and vacuum conditioning methods were implemented. BN limiter

bake-out was shown to be essential [Majeski et al., 1994] for reducing the fuel-

ing caused by limiter out-gassing. The CDX-U rotatable antenna offers a special

challenge in that it is difficult to mount heaters directly on the antenna due to

size and electrical connection considerations. However, the ability to rotate the

antenna 360 degrees can be used advantageously. The solution used was to mount

a horizontal silicon carbide “glow-bar” heating element manufactured by CESIWID

on a vertically traveling probe-drive directly above the antenna limiters. The an-

tenna limiters were then baked one side at a time at a power of 750 Watts (25V

at 30A) by retracting the glow-bar, rotating the antenna, and then re-inserting the

glow-bar leaving approximately 1 inch between the heating element and the limiter

plate. The location of the heater and its support rod are shown in Figure 5.4. The
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first bake-out of the limiters was monitored with a residual gas analyzer (RGA)

and the out-gassing was observed to be almost entirely water, as expected. During

this initial bake-out period the peak base pressure reached almost 4 − 6 × 10−5

Torr per side with each side taking approximately 4 hours to reach a minimum

base pressure in the low 10−6 Torr range. During subsequent bake-outs following

vacuum openings the peak base pressure reached 2 − 4 × 10−5 Torr with each side

taking approximately 1-2 hours. Subsequent bake-outs in the absence of a vacuum

opening were found to liberate very little water until the nearby vacuum chamber

walls became sufficiently warm that they began to out-gas.

Titanium gettering between discharges

While reducing the limiter out-gassing during an RF shot is critical to controlling

the plasma fueling, other surface phenomena away from the antenna can also cause

problems. Water and other various oxides and hydrocarbons are always liberated

from vacuum chamber walls during a plasma discharge even without RF power

applied. Inevitably, there is some edge power flow induced by the RF near-fields

and sheaths which further enhance this impurity injection. Titanium sublimation

gettering has been used on many devices to reduce impurity influx by binding

oxygen to the vessel walls. An excellent review of this and many other vacuum

conditioning methods can be found in [Winter, 1996]. Because a single getter layer

can bind only so much oxygen, the CDX-U gettering system was designed to operate

in nearly steady state, i.e. between plasma discharges. This is achieved by breaking

the electrical connection on the titanium getter ball (Ti-Ball) filament a few seconds

before the poloidal and toroidal field coils fire. The circuit is then closed again a few

seconds after the firing of the coils. In this way, the filament is not broken by the
~J× ~B force on the filament during the discharge and the ball continues to sublimate

because it doesn’t have sufficient time to cool. Figure 5.4 also shows the location of

the Ti-Balls with respect to the antenna and other CDX-U ports. Special care was

taken in the Ti-Ball placement to ensure coverage of nearly the entire surface area

of the vacuum chamber while specifically protecting nearby windows such as the

Thomson scattering top, bottom, and mid-plane viewing windows. For reference,

the Thomson windows (not shown) are located between TF coils L and M at the top

of the figure. The antenna and probe ports near the antenna were also protected.
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Figure 5.4: Top view of mid-plane section of the CDX-U vacuum chamber showing
location of the titanium getter balls and antenna limiter “Glow-Bar” mounted on
a vertically traveling probe drive above the antenna. Vertical 1/8” thick stainless-
steel plates in front of each Ti-Ball shield the Thomson scattering windows between
the Ti-Balls. The shaded region inside the vessel shows the area of the top and
bottom plates which is not directly gettered upon.
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Over 75% of the vessel surface area is gettered upon. The shaded region in the figure

indicates the area of the top and bottom plates which does not receive gettering.

The combined effect of limiter bake-out and gettering

The combination of antenna limiter bake-out and gettering significantly reduced

the fueling and impurity effects originally associated with the application of RF

power. Indeed, in discharges without applied RF power the radiated power mea-

sured with the vertically viewing bolometer described in Section 2.4.6 dropped by a

factor of two. This significantly enhanced the plasma performance in terms of pulse

length and sustainable current and density. A current trace obtained soon after the

conditioning improvements is shown in Figure 5.5. It is apparent that the peak

plasma current has increased from roughly 60kA to 80kA relative to Figure 5.3.

The current pulse-length is also longer and the effect of the IRE is reduced. Im-

portantly, during the RF pulse shown in Figure 5.5, the straps are tilted 50 degrees

away from orthogonal to the local edge ~B, the first indication on CDX-U that the

usual impurity problems associated with field aligned RF electric fields during the

RF pulse could be minimal, presumably due to the insulating antenna limiters.

Radiated power with and without RF

As suggested by Figure 5.5, gettering and antenna baking reduced the fueling and

impurity generation effects of the RF to manageable levels. Of course, any applied

RF power not dissipated directly in the scrape-off-layer (SOL) will eventually end

up in the SOL or will be radiated away, and any additional power flow in the edge

will contribute to the liberation of impurities from the walls and limiters. These

effects are seen most clearly in the bolometer traces shown in Figure 5.6 which show

the estimated radiated power both with and without applied RF power. As seen in

the figure, the radiated power early in a run day soon after gettering is first applied

is typically 40kW. Thus, approximately 40% of the 100kW of coupled RF power

is radiated away, and since a portion of the RF power is also likely dissipated by

sheaths and ionization, increases in the electron stored energy are likely difficult to

observe. It should also be noted that the gas puff used to fuel the second OH phase

ends just before the start of the RF pulse, so a large neutral density in front of the

antenna may contribute to ionization and radiated power fraction.
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Figure 5.5: Time traces of plasma current with (solid lines) and without (dashed
line) applied RF power in early experiments following the addition of limiter bake-
out, gettering, and later RF pulses. Note the increased plasma current, longer
current pulse-length, and smaller impurity liberation during an RF pulse of 3 times
larger power relative to the time traces shown in Figure 5.3. Note also the internal
reconnection event (IRE) at the end of the RF pulse which kicks density onto the
face of the antenna at t=19msec leading to increased loading and coupled power
(and occasional antenna arcs). Data taken 03/28/97.
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Figure 5.6: Time trace of the estimated radiated power soon after gettering was
initiated during the run day. Dotted line is the radiated power without RF, dashed
line is the radiated power with RF, and the solid line is the coupled RF power.
Straps orthogonal to ~B with 0-π phasing. Data taken 07/31/97.

After many hours of operating the gettering system, the RF induced increase in

radiated power was sometimes observed to become even larger. This can be seen in

Figure 5.7 in which 90kW of RF power is sufficient to boost the radiated power to

over 120kW leading to a rapid internal reconnection soon after the RF pulse ends.

Several months later, the cause of this problem was traced to an intermittent leak

on a port near a Ti-ball which only opened during a machine pulse after sufficient

thermal expansion caused by wall heating from the nearby Ti-ball. Subsequently,

only the unaffected Ti-ball was used for steady-state gettering.

Despite these vacuum and fueling-related difficulties, by taking data early in

the run day and delaying the RF pulse during a discharge to minimize ionization

of fuel neutrals in front of the antenna, RF induced impurity radiation could be

significantly diminished. Figure 5.8 shows the radiated power under these condi-

tions for a plasma similar to that of Figure 5.6 with a central line-average electron

density of 8 × 1012cm−3 (5-7 interferometer fringes). The deleterious effects of the

application of RF power are observed to be reduced as only approximately 25%

of the coupled RF power is radiated away by accumulated impurities in the core

by the end of the RF pulse. Modest electron density increases were also observed
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Figure 5.7: The peak radiated power near the end of a run day typically exceeded
60kW even without RF (dotted line). Application of 90kW of RF power increases
the radiated power (dashed line) by an amount equivalent to 60% of the RF input

power (solid line). Straps orthogonal to ~B with 0-π phasing. Data taken 07/31/97.

Figure 5.8: The peak radiated power during optimal gettering operation is again
observed to be approximately 40kW without RF power (dotted line). With optimal
RF pulse timing, the application of 90kW of RF power (solid line) increases the
radiated power (dashed line) by only 20kW. Straps vertical with 0-π phasing. Data
taken 08/05/97.
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with the interferometer consistent with an increase in Zeff . As will be discussed in

Chapter 6, these optimized discharges were the first to give any indication of direct

electron heating. What is also evident from these bolometer scans is that until the

electron temperature significantly exceeds 100eV across most of the plasma cross-

section, which it does not in any of the discharges described above, a significant

fraction of the RF power will always be dissipated in ionization of and radiation

from the target plasma making direct electron heating difficult to observe.

5.1.2 Impurity generation versus strap angle

Since the large angle between the antenna straps and edge magnetic field is po-

tentially such a serious issue for next generation spherical tokamak devices such as

NSTX, it is important to characterize the RF impurity generation as a function

of antenna strap angle. The CV line emission near 40Å was monitored using a

central channel of the soft X-ray array described in Section 2.4.6 in an attempt to

complement the Thomson scattering system employed to observe any direct elec-

tron heating. The ionization potential of this carbon charge state is approximately

300eV, so any change in Te should be noticeable in 100eV plasmas. Of course, only

line ratios are relevant in this regard, and the CIV line near 1548Å is a natural

choice as a companion line for estimating changes in Te. Unfortunately, this line

is in the UV, and the spectrometer used to measure the CIV line intensity never

pumped to a low enough base-pressure to allow connection to the main vacuum

chamber without introducing so many impurities that the electron heating studies

with RF became impractical. The only feasible alternative was to monitor CIII

lines near 4650Å using a visible spectrometer. However, the ionization potential

of this line is only 48eV, so the radial localization of this charge state in the outer

part of the plasma makes the interpretation of a CV/CIII line ratio more difficult.

In the end, the most useful application of the CIII line became its ability to track

low-charge-state carbon influx caused by the application of RF power.

Figure 5.9 shows a time trace of CIII line emission during RF power divided

by the emission from a shot without RF. The upper solid curve in this figure

corresponds to the emission ratio for a strap angle of −25◦ (straps nearly ⊥ to ~B),

while the dotted trace is for a strap angle of +50◦ (straps nearly ‖ to ~B). Both

curves show approximately the same 80% increase in CIII emission by the end of
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Figure 5.9: Ratio of CIII emission during 80kW of RF injection to CIII emission
without RF smoothed over several MHD fluctuation periods. These curves show
that there is little difference in impurity influx between a strap angle of −25◦ (solid)
and +50◦ (dotted). Data taken 08/04/97.
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an 80kW RF pulse and other angles were observed to exhibit similar increases.

The bolometer signal increased by a similar relative amount. This data suggests

that impurity generation depends rather weakly on strap orientation. Data for

determining impurity generation dependence on strap phasing was not obtained.

The ratios of CV emission for the same shots as displayed in Figure 5.9 are

plotted in Figure 5.10 and show similar increases in emission, although the onset of

the rise is somewhat delayed relative to the beginning of the rise in CIII emission.

Therefore, this figure suggests that most of the increase in CV emission is due

to an increase in the number of emitters rather than a temperature increase. The

increased ratio for the +50◦ strap angle shot is due either to shot-to-shot variability

or a small core electron temperature increase of 5-10eV.

Figure 5.10: Ratio of CV emission during 80kW of RF injection to CV emission
without RF smoothed over several MHD fluctuation periods for the same shots as
displayed in Figure 5.9. These curves show a delayed response relative to the CIII
emission and a somewhat larger difference in emission ratio. Data taken 08/04/97.
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5.2 Systematic Antenna Loading Measurements

As discussed in Section 5.1, it is important in small experiments using modest ICRF

power levels to determine the power dependence of measured loading in order to

have any degree of certainty that the observed loading is due predominantly to wave

excitation. In the only other rotatable antenna experiment known to the author

on the TNT-A tokamak [Shinohara et al., 1986], loading resistance was also

observed to decrease with increasing input power and it is not clear in this work how

much of the observed loading is attributable to wave excitation. Given the power

dependence of the loading and the fact that the plasma loading was only 20-30% of

the vacuum loading, it is perhaps not surprising that experimental loading values

disagreed with theory by as much as a factor of two in the TNT-A experiments.

Another notable feature of this work is that the loading with parallel straps is

observed to be roughly twice as high as for the normal fast wave orientation even

though the values of plasma density and ratio of wave frequency to ion-cyclotron

frequency are similar to those in CDX-U. As mentioned by the authors, this may be

due to a high electron-neutral collision frequency implying that inductive plasma

formation may be responsible for part of the observed loading with parallel straps.

These are just a few examples of the many difficulties encountered when trying to

model the coupling efficiency of ICRF power in any detailed fashion.

5.2.1 Anomalous loading mechanisms

While the antenna insulating limiters and vacuum conditioning improvements dis-

cussed in previous sections go far in ameliorating RF induced impurity effects,

anomalous increases in antenna loading were still observed as the RF power was

dropped to sufficiently low levels. As discussed in Section 5.1, possible candidates

for such loading include power dissipation in RF generated sheaths and neutral

ionization. Of course, these are not the only possible sources of parasitic and/or

power-dependent loading.

Ponderomotive density expulsion

One mechanism which can introduce power-dependent loading is ponderomotive

density expulsion in front of the antenna [Morales and Lee, 1975; Riccardi
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et al., 1995]. In general, slow waves such as the EPW and IBW have higher wave

energy density than the fast wave. Near the antenna and at sufficiently high power,

the wave energy density of slow waves can become comparable to the mean kinetic

energy density of the background plasma supporting the wave. When this occurs,

force balance along field lines is only satisfied if the density in front of the antenna is

expelled since the wave energy density decays spatially away from the antenna. In

principle, such power-dependent density expulsion could explain the loading drop

observed in the CDX-U experiments by reducing the fast wave coupling efficiency

as the power is increased. Ponderomotive density expulsion was invoked to explain

poor coupling to the IBW in DIII-D [Mayberry et al., 1993], and more recent

experiments [Riccardi et al., 1995; Hanson et al., 1997] and theory [Russell

et al., 1998] convincingly show that such effects can be important.

From simple thermodynamic arguments, it is evident that significant density

perturbations will occur when the electrostatic potential balancing the pondero-

motive force is comparable to Te (in appropriate units) [Riccardi et al., 1995].

For CDX-U parameters Te = 15eV and f=12MHz and ignoring possibly impor-

tant differences between E⊥ and E‖, the smallest wave electric field at which such

perturbations will appear is given approximately by (MKS):

E >

[
2meω

2kBTe
e2

] 1
2

≈ 1kV/m (5.1)

Using the above criteria, estimates of the electric field amplitude in front of the

antenna obtained from the coupling code described in Chapter 4 suggest that pon-

deromotive effects might become important at the 1-10kW power level. However,

the “end of day” loading data in Figure 5.2 is nearly independent of power above

this power level. This implies that ponderomotive effects evidently have little im-

pact on loading. Further, this also implies that the density profile measured near

the antenna in the absence of RF should be a reasonable representation of the

profile present during RF.

Direct IBW excitation

As discussed above, if ponderomotive density expulsion is not a particularly strong

effect in these experiments, cold-plasma slow waves should not be excited because
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of the high plasma density present at the antenna. This leaves open the possibility

that the IBW wave can be excited directly (without mode conversion) and can ac-

count for several Ohms of low-power loading even with orthogonal straps. However,

if theoretical analysis is to be believed, direct excitation should be nearly impossible

[Brambilla and Cardinali, 1992] even when the straps are parallel to ~B. Fur-

ther, even with ω > ωLH at the antenna, parasitic IBW excitation during fast wave

launch is predicted to be quite weak (with orthogonal straps) [Bettenhausen

and Scharer, 1996]. Thus, direct IBW excitation appears to be an unlikely form

of parasitic loading during fast wave coupling experiments. Again, in the event

that wave fields were sufficiently large to dramatically reduce the edge density (see

Figure 4.1) and re-introduce the hybrid resonance layer in front of the antenna,

indirect excitation of the IBW might become possible.

Parametric IBW excitation

Another process which might decrease effective fast wave coupling efficiency and

appear as power-dependent loading is parametric excitation of the IBW. As demon-

strated in [Skiff et al., 1984], an evanescent fast wave can partially decay into a

propagating IBW at the lower side-band frequency of the “pump” (fast wave) fre-

quency in concert with an ion quasi-mode at the ion-cyclotron frequency. The

threshold electric field for the onset of this process was measured to be quite low.

On the other hand, the rate at which the decay occurs decreases as the ratio of

pump to ion-cyclotron frequency increases and saturation behavior was observed

at modest power levels. Such decay processes cannot be discounted in CDX-U and

may warrant a more detailed investigation in the future.

RF sheath dissipation

The formation of a plasma sheath by RF fields alone was first quantitatively de-

scribed by [Butler and Kino, 1963]. More recently, general sheath-related para-

sitic loading scalings [D’Ippolito and Myra, 1996] have been used to explain the

trends observed in a set of experiments in the DIII-D tokamak in which loading

was measured with and without a Faraday shield and at two different strap angles

relative to ~B (achieved by flipping the direction of the toroidal field). The simple
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physics behind RF rectification and sheath formation relevant to the present sit-

uation can be described as follows. So long as there are any magnetic field lines

carrying some finite plasma density at or near the antenna straps or feeds which

intercept a grounded surface, inevitably there will be some plasma potential fluctu-

ation induced by the strap currents that will drive electron currents along the field

lines. Since the electron response is so rapid, the electrons are quickly lost to the

ground surface leaving behind the heavier ions and causing rapid sheath formation

at the field-line contact points. Consequently, the field line charges positive with a

time-average DC potential proportional to the sinusoidal driving voltage, i.e. the

RF is rectified. The resulting ion current flowing to the ground surface dissipates

power flux proportional to VRF · JSATi . Here VRF is a voltage proportional to the

oscillating strap current and JSATi is the ion saturation current density.

Even if one could identify all the possible places where RF sheath formation is

taking place, accurate predictive modeling would require measuring such things as

Te and Zi in the sheath region and the effective area of saturation current collection

in the sheath during the application of RF. No attempt is made here to do such

modeling or measurements, but one predicted trend is discussed in [D’Ippolito

and Myra, 1996] which is difficult to measure in larger tokamak devices but can be

measured easily in CDX-U. The assertion is that if VRF is made sufficiently small

compared to Te, the time-average RF induced bias should scale quadratically with

VRF rather than linearly. This follows from the fact that the induced bias should

be proportional to 〈e−ξ cos(ωt)〉 = ln[I0(ξ)] where I0 is a modified Bessel function

and ξ ≡ eVRF

Te
. Consequently, the predicted parasitic loading caused by sheath

dissipation, RSH , should tend to a constant value as ξ → 0. For arbitrary ξ, the

loading should scale as RSH(ξ) ≈ Rξ=0
SH G(ξ). Here G(ξ) = 4 ln[I0(ξ)]/ξ

2 and has

the physically intuitive properties that G(ξ � 1) ≈ 1, G(ξ � 1) ∼ 1
VRF

, and has an

inflection point near ξ ≈ 1.

Assuming now (as is done in [D’Ippolito and Myra, 1996]) that the oscillating

sheath voltage is proportional to the circulating current in the antenna, one can

define a sheath voltage coupling parameter αSH = VRF/ZLIstrap. Here ZL is the

magnitude of the characteristic inductive impedance of the strap as defined in

Section 3.2.2 and Istrap is the peak current in the strap. In principal, αSH could

then be measured experimentally by fitting loading values measured as a function
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of RF power to the functional form of RSH(ξ) discussed above. Also required in

this fit is the electron temperature in the sheath region. This can be estimated

from triple probe data taken near the antenna.

Summary

From the above considerations, it would appear that only sheath-related dissipa-

tion and parametric excitation of the IBW might interfere with pure fast wave

excitation. At sufficiently high power, sheath effects should diminish in relative

importance. Thus, if the loading attributable to the excitation of propagating fast

waves can be accurately determined theoretically, this loading could be compared

to measured low-power and high-power values to help determine which parasitic

loading mechanisms might be active.

5.2.2 Loading data

In order to investigate the loading attributable to both direct fast wave excitation

and parasitic effects, detailed loading measurements were made over nearly 8 orders

of magnitude in RF input power. Coupled power values ranged from 1mW to

approximately 50kW. This scan in RF power required very reproducible plasma

parameters, careful calibration of amplitude detectors and attenuators, and the use

of three different amplifiers. An ENI-310 10W amplifier was used in the range from

1 mW to 1W, the IFI 406P initial power amplifier was used from 1W to 100W,

and the final power amplifier was used from 100W to 50kW. Powers were increased

by a factor of 10 during each power step. The strap phasing was chosen to be 0-π
2

for much of the scan in order to maximize the chances of seeing the loading effects

of potentially large E‖ in front of the antenna. Comparisons were made between

0-π and 0-π
2

phasings at various powers and strap angles to investigate the role of

different launched parallel phase velocities. Five strap angles were used ranging

from −20◦ to +60◦, and −30◦ corresponds to straps orthogonal to ~B.

Systematic loading scan with 0-π
2

phasing

The first interesting trend observed in the scan is that at sufficiently low power the

loading does indeed tend to a constant value as PRF → 0 consistent with the sheath
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hypothesis presented in the previous section. This can be seen in Figure 5.11a

which shows the plasma loading as a function of peak strap current in each strap

for a strap angle of −20◦ and 0-π
2

phasing. As seen in Figure 5.11b, a broadened

(relative to the sheath model) inflection peak in the measured loading is observed

between approximately 1-10 peak amperes, and the location of this inflection peak

can be used to estimate the sheath coupling parameter discussed in the previous

section. In later experiments, Te was measured to be approximately 15eV near the

antenna limiter radius in the absence of RF and approximately 20-25eV near the

antenna with significant RF power applied. Using Te=15eV, ZL = 30Ω, Rξ=0
SH = 2Ω,

and an asymptotic loading value of 1.1Ω due to fast wave excitation, a good fit

between the experimental loading data and the simple sheath scaling is obtained

using αSH = 0.4. Since ZLIstrap is large, the effective sheath voltage VRF is also large

enough to sputter impurities from metallic surfaces in contact with RF sheaths.

Figure 5.11c shows the percentage of RF power dissipated parasitically as a

function of total coupled RF power. From this figure it is apparent that it is

essential to have a minimum of a few tens of kilowatts of RF power available in

the experiment to be confident that the loading observed is due predominantly to

fast wave excitation. Consequently, most subsequent fast wave loading experiments

used RF powers of at least 20kW. The effect of both antenna angle and power on

loading is summarized in the spline-smoothed contour plot shown in Figure 5.12. It

is noteworthy that the contours are essentially vertical and lacking in any significant

structure between approximately 1W to 10kW. At powers below 1W and for strap

angles between −20◦ and +20◦, the contours become more nearly horizontal. This

region corresponds to the data shown in more detail in Figure 5.11 where the simple

sheath model appears to be applicable.

For strap angles greater than +20◦, the loading actually exhibits a local maxi-

mum near +40◦ at low power and then drops quickly as the straps become nearly

parallel to ~B (+60◦). The result is somewhat surprising since E‖ should be max-

imized near +60◦ . Part of this drop should be due to smaller fast wave loading.

However, taking the loading for PRF ≈ 40kW to be the approximate fast wave

loading, the drop in fast wave loading going from −20 to +60◦ is only 0.2-0.3Ω

and cannot account for the total drop at low power. One possible explanation is

the fact that the limiter poloidal radius of curvature is somewhat smaller than the
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Figure 5.11: (a) Loading resistance measured (triangles) as a function of strap
current for a strap angle of −20◦ and 0-π

2
phasing compared to the sheath model

(solid line) using αSH = 0.4, Rξ=0
SH = 2Ω, Te = 15eV, and an asymptotic loading

value of 1.1Ω. (b) Derivative of loading resistance with respect to the logarithm of
strap current showing the inflection in the measured data and sheath model. (c)
Percentage of power dissipated parasitically plotted versus coupled RF power. Note
that at the highest power used in the scan (40kW) the parasitic loading fraction is
nearly negligible (5-10%). Data taken 03/28/97.
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Figure 5.12: Spline-smoothed contours of constant plasma loading resistance mea-
sured as a function of coupled RF power and strap angle for 0-π

2
phasing. At powers

between 1W and 10kW loading scales approximately linearly with the logarithm
of the RF power with little dependence on angle. At lower and higher powers the
angle dependence is stronger, especially for PRF < 100mW. Data taken 03/28/97.
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toroidal radius of curvature leading to lower density in front of the antenna straps

when the straps are field-aligned and resulting in smaller parasitic loading.

Loading comparison between 0-π and 0-π
2

phasings

While the ability to launch a particular parallel wavenumber with a two strap

antenna is rather limited, the effect of large changes in the launch spectrum should

show up in both the fast wave and parasitic loading measurements. In particular,

the phasing corresponding to antisymmetric strap currents (i.e. 0-π phasing) should

couple to modes with the shortest parallel wavelengths (largest wavenumbers) while

0-π
2

should excite modes with approximately twice the parallel phase velocity of 0-

π. Consequently, the waves excited by the 0-π phasing should be more strongly

evanescent and exhibit smaller fast wave loading.

This trend is indeed observed experimentally as can be seen in Figure 5.13a

which shows plasma loading as a function of RF power for the two different phasings

at a strap angle of +15◦. Both curves are seen to be approaching an asymptotic

value, and by pushing the amplifier tubes to their highest possible power the data

point at 100kW for 0-π phasing shows that the loading is independent of power

to within experimental error. As shown in Figure 5.13b, the loading resistance for

0-π
2

phasing is again consistently higher than 0-π for all strap angles used in the

scan. Both phasings exhibit a drop in loading as the straps become parallel to ~B as

expected for coupling to the fast wave and interestingly, there is a local minimum

in the loading when the straps are nearly orthogonal to ~B (−30◦). Loading with

0-0 phasing as a function of angle at high power was only slightly larger than for

loading measured with 0-π
2

phasing.

With regard to parasitic loading, if the physical picture describing the sheath

driving voltage discussed in [D’Ippolito and Myra, 1996] is correct, then the rel-

evant quantity is the RF voltage along a field line given by
∫
E‖ds. Consequently,

long wavelength parallel electric fields should be the most efficient at generating

rectified sheath voltages so 0-π
2

phasing is expected to exhibit larger parasitic load-

ing. This trend is indeed observed and can be seen in Figure 5.14. As seen in

the figure, the computed parasitic loading for 0-π
2

phasing is higher than for 0-π

but only by approximately 20%. The weak dependence of the parasitic loading on

angle and phasing suggests that the details of the electric fields near the antenna
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Figure 5.13: (a) Plasma loading resistance plotted as a function of RF power for
0-π

2
and 0-π phasings and a strap angle of +15◦. The loading resistance for 0-π

2

phasing is consistently higher than 0-π presumably due to the larger width of the
evanescent layer for 0-π phasing. Both loading curves become independent of power
above 10kW indicating that parasitic loading is not dominant for either phasing
at this power level even though the straps are far from orthogonal to the edge
magnetic field (∆θ ≈ 45◦). Data for 0-π

2
taken 03/25/97, 0-π data taken 03/27/97.

(b) Plasma loading resistance plotted as a function of strap angle for 0-π
2

and 0-π
phasings at PRF=45kW. The loading resistance for 0-π

2
phasing is again consistently

higher than 0-π and loading values for both phasings decrease as the straps become
parallel to ~B, as expected for the fast wave. Data taken 03/25/97.
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Figure 5.14: Parasitic plasma loading resistance plotted as a function of strap angle
for 0-π

2
and 0-π phasings at PRF=1W. The parasitic loading is estimated by sub-

tracting the loading measured at PRF=40kW from the measurements at PRF=1W.
The computed parasitic loading for 0-π

2
phasing is consistently only approximately

20% higher than for 0-π indicating that the strap phase dependence of the parasitic
loading is not particularly strong. Data taken 03/28/97.
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are either not changing significantly or are not particularly relevant.

The angle and strap phase dependence of the parasitic loading should offer

clues as to what part of the antenna system is responsible for the dissipation.

In general, there are many possibilities depending on the details of the antenna

design. Starting at the front of the antenna, as discussed by [Perkins, 1989],

if the plasma density is sufficiently large between the Faraday shield elements and

the elements are sufficiently misaligned with the background magnetic field, voltage

differences between the elements can give rise to sheaths with rather large voltage

drops leading to rapid sputtering and impurity generation. As discussed in [Bures

et al., 1991] and [D’Ippolito et al., 1991], this model can explain much of the

qualitative behavior of the JET ICRF antenna impurity generation as a function

of strap angle and phasing prior to 1992. In particular, if the Faraday shield is

playing a role in the sheath formation, the misalignment angle dependence of the

dissipated power should be strong. For the CDX-U antenna, strong variation of

the parasitic loading with strap angle is not observed. It is therefore likely that

the Faraday shield plays little role in sheath dissipation for the CDX-U antenna.

By design, each strap has its own set of insulating side-limiters to minimize the

density near the shield. The recession of the shield 1cm behind the limiter edge is

apparently sufficient to keep significant density off the shield even if some radial

particle convection is taking place in front of the antenna.

In the interest of reducing the density and heat load on the Faraday shield, many

antenna designs utilize side limiters typically constructed from conductors such as

stainless-steel and nickel with plasma-facing components often made of low-Z ma-

terials such as graphite or beryllium. Indeed, with appropriate side-limiter design

and strap phasing (i.e. 0-π), the Faraday shield can be completely eliminated with

little effect on performance as was demonstrated on the TEXTOR tokamak [Van

Nieuwenhove et al., 1992]. However, earlier experiments on TEXTOR clearly

demonstrated that an excited ICRF antenna with grounded conducting surround-

ing structures can draw significant current even if that current has to flow through

the plasma to another ground point on the other side of the machine. In the case

of TEXTOR, this other ground point was a second ICRF antenna. Thus, the re-

moval of the Faraday shield in the case of TEXTOR may have had a relatively

small impact on impurity generation only because the sheath formation region was
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elsewhere on the antenna. Further, future current drive applications of ICRF will

require phasings other than 0-π. This can be problematic with conducting side

limiters. The effect of antenna design was more pronounced on the Phaedrus-T

tokamak [Sorensen et al., 1993] with the addition of insulating side limiters. Here

the Iron (FeXVI) impurity influx was observed to decrease by an order of magni-

tude with the removal of the Faraday shield when the antenna was surrounded by

plates of boron nitride. As discussed in Section 3.1, the successful use of insulating

limiters on Phaedrus-T motivated their inclusion in the CDX-U antenna design.

In light of the above discussions, one is left with the following conclusions re-

garding parasitic loading observed in the CDX-U RF experiments. First, recess-

ing the Faraday shield sufficiently far behind close-fitting boron nitride insulating

side-limiters appears to be successful at eliminating any strong misalignment angle

dependence of the parasitic loading. Consequently, it is inferred that if RF-driven

sheaths are present, most of the sheath dissipation is taking place in the SOL plasma

between the antenna and nearby conducting surfaces. As discussed by [Majeski

et al., 1994], the role of the insulating limiters in this situation is to act as the high-

est impedance in this antenna-SOL-sheath circuit so that most of the RF induced

voltage drop takes place across the insulator.

What is perhaps most interesting about the CDX-U parasitic loading data is

that the sheath voltage coupling parameter αSH defined in Section 5.2.1 is not

particularly small. On the other hand, the net parasitic loading and impurity

generation are manageable with optimal RF pulse timing and vacuum and antenna

limiter conditioning. The answer may lie in the fact that the Faraday shield side-

wall of the CDX-U antenna is transparent. As pointed out in [Tanaka et al.,

1996], the radial feed currents of the antenna can induce oscillating electrostatic

potentials on individual shield blades near the feeds when the shield side-wall is

slotted. As a result, there may be electrostatic coupling between the side-blades of

the Faraday shield and plasma on the other side of the insulating limiter. If the

density is sufficiently low in this region, the sheath impedance can become large,

and the insulator will be less effective at dividing the total circuit voltage leading

to a non-negligible αSH . By the same reasoning, if the plasma density in this region

is sufficiently small, the power flux through the sheath and the resultant impurity

generation are not detrimental.
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The ground points nearest the antenna are a movable metallic limiter approx-

imately 40-50 centimeters away toroidally and the top and bottom plates of the

vessel which are approximately one meter away from the antenna following open

field lines in the SOL. Both are likely RF sheath formation surfaces. It is also

apparent in this picture that each antenna feed can drive sheaths independent of

the other feeds and straps in the system. This is consistent with the weak para-

sitic loading dependence on strap angle and phasing. Additional insulating limiter

plates used to reduce the density in the SOL near the antenna could be installed

to test this low-density-plasma sheath dissipation hypothesis.

5.3 Loading Compared to Fast Wave Theory

5.3.1 Determination of the plasma profiles

The most important detail in attempting to compare measured loading to fast wave

theory is a reasonable estimate of the density profile in front of the antenna. Since

the equilibrium current density at the tokamak edge is usually small, the toroidal

field is essentially the vacuum value, and the poloidal field can be computed from

the total current and a reasonable estimate of the plasma shape. Once the species

densities and magnitude and direction of the magnetic field are known, the wave

fields as computed from the equations in Section 4.2.3 can be obtained. Once the

wave fields are known, the only remaining task is a solution to the coupling problem

and the computation of the effective strap resistance to compare to experiment.

Impurity concentration

In order to infer ion densities from ion saturation current measurements, it is nec-

essary to determine the impurity species concentrations. Detailed impurity concen-

tration data is not typically available in real-time on CDX-U, but recent analysis1

finds OV and OVI to be the dominant core impurity species as expected for a device

in this temperature range. The oxygen impurity concentration is estimated to be

6-8% without gettering, while the total carbon fraction is estimated to be in the

range of 1-2%. In the coupling analysis that follows, Z̄ is taken to be somewhat

1This analysis was performed by Dr. Dan Stutman using ne from Figure 5.17



5.3. Loading Compared to Fast Wave Theory 121

higher (1.4) than the value without RF (≈ 1.3) in order to compensate for the

impurity injection caused by RF.

The effect of MHD activity on plasma profiles

A detailed radial scan using the triple Langmuir probe described in Section 2.4.4

on the outside of the plasma revealed a surprisingly peaked density profile and very

large and coherent density modulations. As seen in Figure 5.15a, relative density

fluctuation levels on the order of 80% are not uncommon very close to a magnetic

island near R=52cm. Large temperature modulations are also observed as can be

seen in Figure 5.15b. The magnetic signature of similar m/n=2/1 activity can be

seen in Figure 2.6. This mode is almost always locked in both phase and frequency

with a rotating, saturated, internal 1/1 mode. Sawtoothing is rarely observed and

generally happens only if the 2/1 mode is absent. Both modes propagate in the

electron diamagnetic direction, and the oscillation frequency of the 1/1 mode mea-

sured with SXR agrees (to within 30%) with the local time-average perpendicular

electron drift frequency ω = 1
ene

dpe

dψ
≈ 2π × 12kHz calculated from reconstruction

profiles similar to those shown in Figure 5.17. The calculated 2/1 frequency is only

half this value implying that the 1/1 mode may be the “driving” mode. In many

ways, this persistent coupling between 1/1 and 2/1 modes resembles the initial

stages of a density limit disruption [Savrukhin et al., 1994].

While this general type of MHD phenomena has been documented in an earlier

CDX-U thesis [Jones, 1995], the details of the islands and the extent to which

the islands alter the particle and energy confinement were not fully appreciated at

the time. Subsequently, using a prototype SXR array and magnetics data [Ono

et al., 1997], saturated, coupled, and rotating m/n=1/1 and 2/1 magnetic islands

were observed to play a strong role in internal reconnection events in CDX-U.

Unfortunately, density profile measurements were not routinely obtained. Electron

density and temperature profiles taken near the current peak and averaged over

several MHD periods are shown in Figures 5.16a and 5.16b, respectively. Note that

the main outboard limiter is the antenna limiter itself at R=56cm. This suggests

at first glance a highly peaked density profile and a temperature profile that is

actually somewhat broader than the density profile. Using the vertically viewing

interferometer channel, the line-integrated density was observed to drop by as much
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Figure 5.15: Triple Langmuir probe data taken near a magnetic island at R=52cm.
Magnetics data indicate this island has mode numbers m/n=2/1, and therefore this
localized fluctuation acts as a marker for the q=2 surface. (a) Electron density near
the island. (b) Electron temperature near the island. Data taken 08/03/97.
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Figure 5.16: (a) Electron density profile and (b) electron temperature profile on the
outer mid-plane measured using a triple Langmuir probe during a discharge with
strong MHD activity. Note that the antenna limiter radius is R=56cm indicating a
highly peaked density profile and relatively low central Te. Data taken 08/03/97.

as a factor of five between R=35 and R=45cm corroborating the probe data.

A possible alternative interpretation is that the plasma is simply positioned

farther inboard than previously assumed. However, visible CCD camera images

taken near this time in the discharge show a plasma boundary which fills the volume

as expected with an elongation of approximately 1.5 and triangularity of 0.1-0.2.

Perhaps most convincingly, the SXR array measures a vertical height of the 1/1

mode of approximately 30cm implying that the outboard major radius of the island

should be 10cm outside of the magnetic axis. A local maximum in the density

fluctuation amplitude was found at 46cm consistent with the assumed magnetic

axis location of 36cm and geometric center major radius of 34cm.

Equilibrium reconstruction

In the interest of generating a full equilibrium solution for interfacing to ray tracing

and fast wave coupling codes, the complete electron density profile was obtained

by using the line-average density (obtained from the interferometer along a vertical

chord at R=35cm) as a constraint on the central density. The estimation of the

current profile was constrained by the plasma shape, the total current, and the

location of the q=1 and 2 surfaces as marked by the magnetic islands. An inter-

nal inductance of li ≈ 1 is computed for this profile and is somewhat higher than
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values found from EFIT equilibrium reconstructions obtained in [Jones, 1995].

The central electron temperature was estimated simply by extrapolating the probe

data into the magnetic axis. Since βP is very low in these discharges, the equilib-

rium is essentially force-free, so the pressure has negligible impact on the toroidal

and poloidal fields. Thus, accurate density and temperature profiles are not re-

ally needed for the equilibrium reconstruction but are required for the ray tracing

calculations—especially the electron temperature and density profiles. As discussed

previously, the fast wave coupling code uses only the species density profiles and

poloidal and toroidal magnetic field components at the vertical mid-plane. The

results of the equilibrium fit using the JSOLVER [Delucia et al., 1980] fixed-

boundary flux-coordinate equilibrium code are shown in Figure 5.17.

Note in Figure 5.17a the large normalized q=1 minor radius of r/a ≈ 1
2
, a

characteristic which is likely playing a significant role in the mode coupling. A

peaked current profile is inferred from the fit and this causes the q=2 surface to be

forced inward, further enhancing the mode coupling and self-consistently reinforcing

the particle loss. Figure 5.17b shows the electron density profile, hydrogen density

profile, and four-times-ionized oxygen impurity density profile consistent with the

measured electron density and Z̄=1.4. The solid lines in Figure 5.17c show the

computed toroidal and poloidal field magnitudes. The dotted line in this figure

is the vacuum toroidal field plotted to emphasize the strong paramagnetism of

this equilibrium. Figure 5.17d shows the Sum (S) and Difference (D) terms using

Stix’s notation and the approximate fast wave potential function ΦFW = −D2/S

for launched wavenumbers n⊥, n‖=0. Using the top curve in Figure 5.17d, the

minimum radial wavelength of the fast wave is given by λr ≈ λvacuum/
√

ΦFW which

corresponds to 4.5cm in the plasma core in hydrogen and 3.2cm in deuterium.

The most important effect of the peaked density profile is to limit the maximum

n‖ which is accessible to the core without being severely cut off. From Equation 4.29

it is evident that the location at which the fast wave begins to propagate is given

by n2
‖ ≈ D+S for small n⊥. The antenna strap separation was chosen to be able to

launch n‖ ≈ 40-50 with 0-π phasing to achieve a 1/R upshifted n‖ ≈ 65-80 in the

core for strong damping. As seen in Figure 5.18, a launched wave with an optimal

n‖ ≈ 50 must tunnel through a distance d ≈ 8cm before it can begin to propagate.

Since the wave power decays roughly as e−2k‖d in the evanescent region, no more
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Figure 5.17: Equilibrium profiles consistent with measured profile data, plasma
shape, total current, and island location. (a) Safety factor profile on outer mid-
plane. (b) Electron, hydrogen, and oxygen impurity density profiles. (c) Magni-
tudes of toroidal and poloidal magnetic fields (solid lines). (d) Sum (S), Difference
(D), and cold plasma fast wave potential for n⊥ = n‖ = 0.
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than 15% of the incident power with this n‖ can be transmitted. Clearly, this may

have a serious impact on electron heating experiments.

Figure 5.18: Estimated fast wave cutoff radius assuming small n⊥ plotted as a
function of launched n‖ using the 8/03/97 equilibrium reconstruction data.

5.3.2 The effect of strap angle, strap phase, and strap feeds

All of the systematic loading scans in 5.2.2 were performed before the triple Lang-

muir probe was installed to measure plasma profiles. Vertical and toroidal field

capability was also increased during the period between the systematic scans and

initial probe measurements. Additional vertical field pulse-length allowed some-

what longer discharges by helping to keep the ramp-down plasma off the outside

limiter. Higher toroidal field aided operation at higher current. Both changes ap-

pear to have made the antenna loading somewhat smaller consistent with a faster

Alfven speed in front of the antenna. It should also be noted that the profiles

used in the coupling model were obtained with the triple probe adjacent to the RF

antenna in the absence of RF power. During the application of RF power, only

modest density increases were observed, so the measured profiles should be a good

approximation to those existing during RF power injection.

Since 0-π phasing should be the most efficient phasing for electron heating, most

experiments performed after the initial set of systematic loading scans concentrated

on this phasing. The strap-average loading resistance computed using Equation 4.62

for 0-π and 0-π
2

phasings is plotted in Figure 5.19. Figure 5.19a shows the predicted
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Figure 5.19: (a) Predicted and measured strap-average loading versus strap angle
for 0-π phasing. (b) Predicted and measured strap-average loading for 0-π

2
phasing.

Profile data for theoretical model obtained 08/03/97. Measured loading for 0-π
phasing obtained 08/03/97 in hydrogen, 0-π

2
data taken 10/17/97 in deuterium.

All loading data used PRF = 50-70kW.
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loading both with and without the effect of the strap feeds included using the profiles

shown in Figure 5.17. Also plotted in the figure is the measured loading obtained

just before the plasma profiles were measured. The range of poloidal (M=4) and

toroidal (N=12) mode numbers used in the computed power spectrum was increased

until the predicted loading was observed to converge (see Equation 4.39).

The measured loading exhibits little variation with strap angle and is in good

agreement (deviations of less than 25%) with theory if the tangential magnetic

fields from the feeds are included in the coupling equations. The inclusion of feed

currents causes a significant reduction in predicted loading as found previously

by [Bhatnagar et al., 1982]. As the straps become nearly parallel to ~B, the

measured loading disagrees with theory by roughly a factor of 2 regardless of the

feeder assumptions. However, the large discrepancy between measured loading

and theory at most other angles when the strap feeds are excluded suggests that

the feeder currents are important in the CDX-U antenna. As a result, all

subsequent modeling in this thesis using the coupling code includes the

effect of the strap feeds.

Deuterium gas fueling replaced hydrogen after 8/12/97, and electron density

measurements made near the plasma edge indicated somewhat better electron con-

finement. Plasma profiles were not measured for the 0-π
2

data. Instead, the profiles

from hydrogen were assumed except for the edge density, which increased to ap-

proximately 4 − 6 × 1011cm−3. Because of hardware problems, the data set for

0-π
2

phasing is not nearly as complete as for 0-π. However, as can be seen in

Figure 5.19b, the few angles that were scanned with 0-π
2

phasing show acceptable

agreement with theory if the feed currents are again included. The measured load-

ing with 0-π
2

phasing is again consistently higher than for 0-π, though this ordering

is not always predicted for all angles by the model. In summary, both plots suggest

that most of the high-power loading can be attributed to fast wave radiation if the

feeder currents are included and the straps are not too nearly parallel to ~B.

5.3.3 Summary of loading results

As shown in Figure 5.13, plasma loading is observed to asymptotically approach

a constant value at sufficiently high RF power. Ponderomotive effects, if they are

important at all, should only be important at power levels above those where the
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loading has already nearly reached its asymptotic value. This suggests that pon-

deromotive forces only weakly affect the coupling experiments. Consistent with

this hypothesis, the measured high-power loading is in good agreement with cold

plasma predictions based on excitation of propagating and evanescent fast waves

and evanescent slow waves. This good agreement is found for both 0-π and 0-π
2

phasings for a range of strap angles. Data for 0-π phasing is re-plotted in Fig-

ure 5.20. Given this good agreement between fast wave coupling theory and mea-

Figure 5.20: Figure 5.19a data and loading prediction with feeds included.

surement, parametric decay and sheath dissipation are apparently nearly negligible

during high-power coupling experiments. Anomalous loading at low power may be

a result of sheath dissipation and/or parametric excitation of the IBW.

Sheath dissipation theory fits the power and phase dependence of the measured

low-power loading reasonably well. Whatever parasitic mechanisms are at work,

the weak dependence of their contribution to loading on strap angle and strap phase

at all power levels suggests that the present antenna design minimizes the plasma-

antenna interaction even for extreme strap angles and current drive (0-π
2
) phasing.

If sheaths alone are responsible for the anomalous loading at low power, their effect

becomes essentially negligible at power levels above a few kW – presumably due in

large part to the use of close-fitting insulating limiters.
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5.4 RF Magnetic Fields

5.4.1 RF magnetic field measurements

While the results of Section 5.3.2 lend more credibility to the hypothesis that most

of the high-power loading is due to fast wave radiation, it is still desirable to make

more direct measurements of the wave fields and their dependence on antenna

parameters. The RF magnetic field probe described in Section 2.4.5 was informative

in this regard as it provided local information on the amplitudes and relative phases

of the three components of the fluctuating magnetic field. To minimize the effects

of antenna near-fields and to determine if wave fields were present throughout the

plasma, the probe was located 150◦ away from the antenna toroidally.

A typical time-trace of the measured RF magnetic field at R=52cm with an

RF power of 80kW, 0-π phasing, and vertical straps is shown in Figure 5.21. As

seen in Figure 5.21b, the shot-average magnitudes of the radial and toroidal RF

magnetic fields are approximately 0.6 Gauss zero-to-peak, while the poloidal field

magnitude is typically less than half this value. Note also the steady rise of the

field amplitudes during the RF pulse – presumably due to the fact that the density

has not yet reached its maximum value until near the end of the RF pulse. Note

lastly in this figure the rapid rise and fall times (< 100µsec) of the RF fields in the

plasma, as this will be important in the interpretation of the electron temperature

data discussed in Section 6.1.2

Figure 5.21c shows the phase difference between the radial and toroidal fluc-

tuating field components. This phase difference is consistently found to be ap-

proximately +π
2

for radial positions inside the main plasma. The phase difference

between the poloidal and other field components exhibited much larger variation

during the RF pulse, possibly due to field-line pitch effects. The modulations in

phase difference with a period of approximately 100µsec apparent in Figure 5.21c

are attributed to MHD.

Radial profiles of the shot-average RF magnetic field magnitudes are shown

in Figure 5.22. As seen in the figure, the radial and toroidal RF magnetic fields

drop rapidly near the edge of the plasma between R=52cm and R=58cm. Small

amplitude fields remain outside the nominal limiter radius of R=56cm, but once the

probe head moves outside R=62cm in the shadow of a nearby Ti-Ball shield, the
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Figure 5.21: (a) Plasma current and RF power during a RF magnetic field probe
measurement. (b) Magnitudes of the three components of the RF fluctuating mag-
netic field. (c) Phase difference between the minor radial and toroidal components
of the fluctuating magnetic field. Data taken 08/04/97.
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Figure 5.22: Radial profiles of the shot-average RF magnetic field amplitudes.
PRF=80-90kW, phasing was 0-π, and strap angle was 25◦ except for data at 58cm,
which was 0◦. Data taken 08/04/97.

signal drops to nearly zero (not shown). The observed radial decay is attributed

to the most obvious cause, namely the evanescence of the fast wave as the edge

density decreases with increasing major radius.

5.4.2 Measured RF magnetic fields compared to theory

The experimental data in the previous section exhibits a consistent ordering in the

magnitudes of the RF magnetic fields. Attempting to model this data in detail in

a tokamak ICRF experiment such as CDX-U is difficult for several reasons. First,

the observed RF loading appears to be consistent with theory even though the

model used assumes ideal radiation boundary conditions. For whatever reason,

whether it be due to dissipation at reflections or non-conservation of toroidal mode

number [Ikezi et al., 1996] caused by toroidal symmetry breaking from limiters or

large-amplitude low-n MHD induced density modulations, it appears that some-

thing is affecting the phase information of the wave such that little coherent power

is reflected back onto the antenna. One possibility is that tight aspect ratio makes

power reflection from the inner midplane directly in front of the antenna back onto
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the antenna unlikely since the effective cross-sectional area for intercepting power

flux is so small. It is also noteworthy that no signature of eigenmodes [McCarthy

et al., 1988; Greene et al., 1989] has been seen in any of the RF experiments. As

discussed in [Ikezi et al., 1996], detailed propagation studies of high frequency fast

waves in the DIII-D tokamak found a similar dearth of strong eigenmode behaviour.

This is presumably a consequence of the high density of toroidal eigenmodes due to

the large value of ω/Ωi used in both experiments as is evident from the expressions

found in Section 7 of Chapter 6 in [Stix, 1992].

The most obvious shortcoming of the coupling code discussed in Chapter 4 when

used in predicting the details of wave fields is the assumption of periodic boundary

conditions in the vertical direction—not to mention the fact that the poloidal field

in the model is purely vertical. While this may not matter much directly in front of

the antenna as in the case of loading calculations, poloidally directed wave energy

flux will inevitably cause the detailed structure of the predicted local wave fields

to deviate from the experimentally measured values as the distance between the

measurement location and the antenna increases. Several tokamak ICRF full wave

codes [Brambilla and Krucken, 1988; Brambilla, 1996] do a much better

job at incorporating the poloidal field and appropriate boundary conditions, but

these codes also implicitly assume conservation of toroidal mode number in their

Fourier expansion in toroidal angle and therefore may also fail to predict such

experimental details accurately. Since the wave-field amplitude and phase velocity

in the core are what matter most for heating bulk electrons, the obvious question

is whether or not the choice of boundary conditions strongly affects the predicted

wave-field amplitudes in the plasma. As might be expected, the maximum wave-

field amplitudes calculated inside the plasma with the aforementioned coupling

code are as much as ten times larger relative to radiation boundary conditions with

perfectly reflecting boundary conditions on the high field side.

A few of the more relevant results of the attempt to model the RF magnetic

fields with the coupling code are plotted in Figure 5.23. First, neither set of bound-

ary conditions can explain the amplitude ordering observed in the data of Figures

5.21 and 5.22. As seen in Figure 5.23a, the measured amplitude is larger than

predicted using radiation boundary conditions but smaller than predicted using

reflecting boundary conditions. As stated previously, the imposition of perfectly
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Figure 5.23: (a) Measured RF magnetic field amplitude versus strap angle (di-
amonds), theoretical field magnitude with radiation boundary conditions (solid
curve), and theoretical magnitude with high-field-side reflection boundary condi-
tions (dashed curve). (b) Phase difference between outward radial and toroidal RF
magnetic fields as a function of strap angle. Data taken at Rprobe=52cm with 0-π
phasing and Istrap=320A0−peak on 08/04/97. As in Figure 5.19, the range of poloidal
and toroidal mode numbers used was M=4 and N=12. Note that radiation bound-
ary conditions in this model are equivalent to high-field-side absorption.
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reflecting boundary conditions on the high-field side introduces cavity modes with

field amplitudes roughly an order of magnitude larger than predicted with radiation

boundary conditions. Note that the measured field has an amplitude maximum for

vertical straps and an amplitude minimum when the straps become parallel to ~B.

Neither set of boundary conditions accurately predicts this feature.

With regard to the relative phases, Figure 5.23b shows that reflecting boundary

conditions agree most closely with measurement. Clearly, the agreement between

radiation boundary conditions and measurement is not nearly as good. The con-

stancy of the measured phase difference is somewhat surprising until one looks

more closely at Equations 4.34-4.33. In the limit of n⊥ → 0, B‖ ∝ i d
dx
E⊥, and for

evanescent wave fields at the outboard side of the plasma, the electric field should

obey d
dx
E⊥ < 0. With these assumptions, Bx/B‖ ∝ in‖. Since the probe is closer

to the antenna in the +nφ direction and the phasing is 0-π, n‖ > 0 should be domi-

nant near the probe resulting in Bx/B‖ ∝ i (+π
2

phase difference). This conclusion

also holds for n⊥ > 0 provided the evanescent decay length is not too short. The

coupling code predicts a power spectrum asymmetric in n⊥ with n⊥ > 0 dominant.

Note lastly that for n‖ sufficiently large, the plasma plays little role in the radial

decay and d
dx
E⊥ ≈ −n‖E⊥. Then, Bx/B‖ ≈ i, perhaps explaining the ordering and

similar amplitudes of the measured Br and Bφ, i.e. the measured field is primarly

comprised of large n‖ (cut-off) components of the launched spectrum.

Interestingly, if waves with low toroidal mode number (i.e. propagating waves

and cavity modes) are removed from the RF magnetic field calculations, better

phase agreement is obtained for reflecting boundary conditions. This can be seen

in Figure 5.24 in which only waves with 6 ≤ |nφ| ≤ 12 are kept in the calcula-

tions. Waves with toroidal mode numbers in this range are predicted to be radially

evanescent (or nearly evanescent) based on power spectrum calculations shown in

Figures 6.4 and 6.5. As seen in Figure 5.24, reflecting boundary conditions repro-

duce the measured phase difference for all strap angles while radiation boundary

conditions again under-predict the wave-field amplitude and cannot reproduce the

measured phase difference for any strap angle. For toroidal mode numbers |nφ| ≥ 6

and with reflecting boundary conditions, waves with small poloidal wavenumber

are computed to be dominant. Consistent with the previous paragraph, this may

explain the better agreement between theory and experiment in Figure 5.24.
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Figure 5.24: Data in this plot is identical to that of Figure 5.23 except that waves
with toroidal mode numbers |nφ| ≤ 5 are removed from the calculations.
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The following conclusions can be drawn from the above comparisons between

theory and experiment. First, RF magnetic fields with the characteristics of a fast

magnetosonic wave are present well inside the plasma and far from the antenna.

The measured radial profiles of the wave-field amplitudes and the phase relation-

ship between the dominant fields both exhibit cutoff behavior in the low-density

edge. Interestingly, when only radially-evanescent waves are retained in the wave-

field modeling, reflecting boundary conditions reproduce the measured phase differ-

ence between the radial and toroidal RF magnetic field components. The measured

edge magnetic field amplitude is consistently smaller than predicted using reflecting

boundary conditions and consistently larger than predicted using radiation bound-

ary conditions. This ordering is not surprising since radiation boundary conditions

(obviously) ignore reflection while reflecting boundary conditions will tend to over-

estimate wave-field amplitudes when there is no wave damping.

5.5 RF Density Fluctuation Measurements

Direct measurement of the ICRF wave magnetic fields far from the antenna provided

important confirmation of the existence of a wave inside the main plasma. One

shortcoming of the magnetic probe measurements was the fact that only the outer

portion of the plasma was accessible. The limited radial travel of the probe and the

large separation distance between the edge of the plasma and the vacuum chamber

constrained measurements to radii outside R=50cm. Since strong central electron

heating was not routinely observed in CDX-U during the application of as much as

100kW of RF power, there was some concern that the wave was not propagating

to the core. An excellent means of detecting not only the presence of the fast

wave in the core but also its perpendicular (radial) wave number would be to use

the CDX-U CO2 laser-based tangential phase contrast imaging system [Lo, 1997].

Preliminary estimates of the fast wave electric field amplitudes indicated that with

a high-bandwidth, high-gain detector, electron density fluctuations induced by the

fast wave could indeed be detected.

With the help of Dr. Raffi Nazikian, it was soon realized that a far simpler

detection scheme could be realized using the microwave interferometer routinely

used for measuring electron density. While the interferometer measurement is less
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localized and yields no information about the wavenumber spectrum, it is much

easier to perform than using the phase contrast system. Microwave scattering

and interferometry are routinely used to measure density fluctuations and bulk

density in tokamaks, and an excellent review of this and other diagnostic methods

can be found in [Hutchinson, 1987]. Microwave and C02 laser scattering have

been successfully used to study the propagation characteristics of lower-hybrid and

IBW waves [Wurden, 1982; Rohatgi et al., 1991]. Unlike these waves, the fast

wave is predominantly electromagnetic (i.e. |∇ · ~E| � |∇ × ~E|), so the fast wave

charge density fluctuation amplitude is significantly smaller and therefore more

difficult to measure. Scattering experiments studying the fast wave using 13CH3F

laser radiation (1.22mm) have been performed [Park et al., 1984], but the long

wavelength nature of the wave has made determination of the fast wave ~k difficult

to ascertain using this method. More recently, reflectometry has been used to

obtain preliminary measurements of the electric field structure of fast waves in

DIII-D [Lee et al., 1998]. However, no other experiment to date has had the ability

to simultaneously vary both the location of the scattering beam and the antenna

orientation. For completeness, a heuristic derivation of the method for obtaining

both the line-integrated density and the fluctuating density due to long-wavelength

RF waves is given in the following section.

5.5.1 Theoretical background

Interferometry

First, as is necessary for an interferometer, the microwave frequency of the CDX-

U interferometer (140GHz) is much larger than the typical electron cyclotron fre-

quency (2.8GHz) in CDX-U. For this ordering of frequencies, the permittivity tensor

in Equation 4.3 is very nearly diagonal with each diagonal element approximately

equal to 1 − ω2
pe

ω2 . For transverse electric (TE) waves in the WKB approximation,

Equation 4.2 reduces to n2 = 1 − ω2
pe

ω2 where n2 is the square of the wave refractive

index. Thus, the microwave beam can propagate through the plasma without re-

flection so long as ω > ωpe. In CDX-U, this condition is satisfied so long as the

maximum electron density along the beam path does not exceed the critical electron

density ncrit = ω2meε0/e
2 = 2.4 × 1014cm−3. The phase change of the microwave
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beam caused by traveling through plasma (relative to traveling the same distance

in vacuum) is:

∆φ =
∫

∆kdl =
ω

c

∫ [
1 −

(
1 − ne

ncrit

) 1
2

]
dl (5.2)

In the limit of ne

ncrit
� 1, Equation 5.2 reduces to the well-known expression for the

line-integrated electron density (in MKS units):

∆φ = σbeam

∫
nedl σbeam = λbeam

1

mec2
e2

4πε0
(5.3)

One advantage of using the interferometer is immediately obvious from Equa-

tion 5.3, namely the much longer wavelength of 140GHz microwaves (2.14mm)

relative to C02 laser light (9-10.6µm). While both wavelengths could be used for

interferometry, the RF induced density fluctuation is very small, so detection of the

phase fluctuation at the RF frequency is greatly simplified by using the interferom-

eter. For reference, for fbeam = 140GHz, σbeam ≈ 6 × 10−18m2.

To determine the relationship between the RF density fluctuation and the elec-

tric field in the microwave beam, the electron density in Equation 5.3 can be ex-

pressed as ne = nEQe +nRFe . Here nEQe is the density evolving on an equilibrium time-

scale and nRFe = nRFe0 (~x) sin(ωRF t) is the electron density fluctuation caused by RF

waves. Because the shortest fast wave wavelength (λr ≈ 4cm) is much longer than

the microwave wavelength (2mm) and the collecting antenna is reasonably close to

the plasma, the scattered microwaves should have a significant far-forward compo-

nent. Because the density fluctuation amplitude is small, the scattered microwave

amplitude is small, and this far-forward scattering is mathematically equivalent to

introducing a phase shift on the incident microwave beam [Lo, 1997]. The equilib-

rium and fluctuating densities can therefore be treated on an equal basis, and the

total phase difference becomes ∆φ = ∆φEQ + ∆φRF where ∆φEQ = σbeam
∫
nEQe dl

and ∆φRF = σbeam
∫
nRFe dl. The electric field of the microwave beam at the

collecting antenna can then be expressed as E = E0 cos(ωbt + ∆φEQ + ∆φRF )

where ωb is the angular frequency of radiation in the microwave beam. Since

∆φEQ is essentially constant on the time-scale of an RF period by assumption,

this term can be ignored in the present analysis. Further, since ∆φRF � 2π, the
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above expression for the electric field can be accurately approximated by E ≈
E0

[
cos(ωbt) − ∆φRF0 sin(ωbt) sin(ωRF t)

]
where ∆φRF0 = σbeam

∫
nRFe0 (~x)dl. A more

transparent representation of the electric field is:

E = E0

[
cos(ωbt) +

∆φRF0

2
[cos(ω+t) − cos(ω−t)]

]
(5.4)

where ω± = ωb±ωRF . Written in this form, it is evident that the 12MHz RF density

fluctuations excite electric fields at lower and upper side-bands of the incident

microwave beam frequency.

The CDX-U two-dimensional scanning microwave system described in [For-

est et al., 1990] utilizes heterodyne receiver circuitry based on forward-tracking

methods discussed in [Doane, 1980; Hartfuss et al., 1997]. The reader is re-

ferred the schematic in Figure 2.9 for details of the circuit elemenents used in the

receiver. As seen in the figure, in this “superheterodyne” configuration, a local

oscillator signal upshifted in frequency from the main transmitter signal by an

intermediate frequency (IF) of 300MHz is separately mixed with both the signal

exiting the plasma and the transmitter signal. In both cases, the local oscillator

signal is added to the other signals using waveguide couplers and the sums are fed

into single-ended frequency down-converting mixers. Using a second local oscillator

(500MHz) and some additional circuitry, this allows complete cancellation of any

phase drift caused by frequency drift in either the transmitter or the main local

oscillator. Finally, the 500MHz reference and plasma signals are down-converted to

30MHz for signal analysis. In the present CDX-U experiment, the phase difference

between the 30MHz reference and plasma signals (i.e. the line-integrated density)

is measured using an amplitude and phase detector as described in Section 2.4.2.

Using this setup to directly obtain RF phase fluctuation information would be very

difficult. Not only is ∆φRF � ∆φEQ, but the frequency of the phase fluctuation is

the same as the frequency of the main RF amplifier, so noise and pickup would both

likely be problematic. The phase detector might also fail to operate properly since

the frequency of the phase oscillation is not small compared to the reference signal

frequency. The solution is to look directly at the down-converted output. The

obvious question then becomes how the density fluctuation signals at the side-band

frequencies are transferred through the detection circuitry.
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Mixer amplitude and phase transfer characteristics

To begin the analysis, the mixer used for frequency down-converting the local os-

cillator and plasma signals will be treated as an example. The input voltage of this

single-ended down-converting mixer in the receiver circuit may be expressed as a

sum of voltages with each voltage proportional to the electric field of a particular

frequency component. Mathematically, this can be expressed simply as:

V IN = V lo
0 cos(θlo) + V b

0 cos(θb) + V +
0 cos(θ+) + V −

0 cos(θ−) (5.5)

Assuming the beam electric field is similar in form to that expressed in Equa-

tion 5.4, the voltage coefficients of the scattered component in Equation 5.5 can

be approximated by V ±
0 ≈ ∆φRF

0

2
V b

0 . The phase angles of the signals are defined

by θlo = ωbt + ωIF t, θb = ωbt + ∆φEQ, and θ± = θb ± ωRF t + ∆φ±. Here the scat-

tered components are allowed to have arbitrary phases (∆φ±) and Equation 5.4

corresponds to the special case ∆φ+ = 0◦,∆φ− = 180◦.

Diode and crystal rectifiers are the typical non-linear circuit elements used in

a mixer, and assuming for this exercise the exponential response of a single ideal

diode, the output voltage of the mixer at low frequencies near the difference fre-

quency of the input signals can be expressed as V out = V out
0

〈
exp(V

IN

VD
) − 1

〉
BP

.

Here V out
0 is a voltage scale factor and VD = nkBT/e where n is an “ideality”

factor [Griffin, 1988], kB is Boltzmann’s constant, and T is the diode junction

temperature. The bandpass filter operator 〈〉BP passes only frequencies near the

difference frequency of the mixer. Defining αi = Vi

VD
and expanding the exponential

as a product of series of modified Bessel functions [Abramowitz and Stegun,

1965], the exponential can be re-written as:

e
V IN

VD =
∞∑

k=−∞

∞∑
l=−∞

∞∑
m=−∞

∞∑
n=−∞

Ik(αlo)Il(αb)Im(α+)In(α−) ×

cos(kθlo) cos(lθb) cos(mθ+) cos(nθ−)

(5.6)

The first step in simplifying Equation 5.6 is to note that only k = ±1 can produce

harmonics near the IF. Then, assuming that the beam and side-band voltages are

not so large that the mixer response is highly non-linear, only l,m, n = 0,±1 should

contribute significantly to the output. If any two of the l,m,n triplet are non-zero,
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harmonics of ωb will be generated and will be filtered out. If all three equal ±1,

the only contribution comes from a term which is second order in ∆φRF0 and is

therefore ignorable. The only terms which remain are those with frequencies at the

IF and the side-bands of the IF, namely:

〈eV IN

VD 〉BP ≈ 2I1(αlo)[I1(αb)I0(α+)I0(α−) cos(θlo − θb) +

I0(αb)I1(α+)I0(α−) cos(θlo − θ+) +

I0(αb)I0(α+)I1(α−) cos(θlo − θ−)]

(5.7)

Note that if αb is not small compared to unity, the output ratio of the amplitudes of

the beam and side-band signals will differ from the the input ratio since the input

voltages appear in the arguments of the Bessel functions.

The output of the primary mixers is passed through two subsequent mixer

stages. As mentioned previously, the first of these stages is for phase noise elim-

ination and the second is for down-conversion to the 30MHz reference frequency.

As is evident from Equation 5.7, the net amplitude transfer function for a partic-

ular frequency through the full mixer network is very difficult to predict unless all

mixers in the system are operating linearly. The other point of this exercise is that

Equation 5.7 mathematically proves that phase information in each signal com-

ing from the plasma is conserved exactly in the phase of the IF signal. Similarly,

this phase information is conserved by each subsequent up-conversion or down-

conversion mixer in the system. Of course, this is whole reason for using these

devices in the interferometer.

Mixer gain calibration measurements

Since one of the goals of the RF density fluctuation experiments is to obtain a

good estimate of the absolute magnitude of the fluctuations, extra care was taken

to calibrate the detection system. Initial attempts to measure the net mixer gain

focused on physically varying the radiated microwave power using reflecting plates.

These attempts yielded ambiguous results when the power was significantly re-

duced. Much more accurate results were obtained by substituting a signal genera-

tor for the IF signal coming from the primary down-converting mixer for channel
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1. The signal generator frequency was up-shifted 12MHz from the local oscilla-

tor IF to simulate a lower side-band signal of arbitrary amplitude coming from

the primary mixer. The power was varied over six orders of magnitude to include

both the nominal beam signal voltage level and the voltage level of the scattered

components. The gain was observed to be constant over the entire range of power

scanned. Thus, in the experiment, the ratio of scattered to beam voltage amplitude

is conserved once the signals have been down-converted by the primary mixers.

Calibration of the microwave frequency (primary) mixers proved more difficult.

The most direct calibration method would be to use another microwave source

detuned from the main oscillator by several MHz to simulate the side-band signals

coming from RF induced fluctuations. Unfortunately, no Gunn oscillator in the

desired frequency range was readily available. Instead, using a polarizer suitable for

microwaves, the IF signal output was measured as a function of polarizer angle. The

best fit to the data was obtained with a function of the form 0.75 cos θ+ 0.25 cos2 θ

indicating that the output voltage is linearly proportional to the incident electric

field to within 25%. Further, using partially absorbing (phenolic) plates placed in

front of the receiving antenna, the output voltage dropped by a fixed fraction (to

within 1dB) for each additional plate over 35dB of dynamic range. This data is

also consistent with mixer linearity. The only other scaling found to be consistent

with both data sets is VOUT ∝ E1.2
IN , but this fractional exponent seems unphysical.

While testing an additional 20dB down was not possible because of mixer input

leakage, it is unlikely that the gain is significantly different. Thus, the ratio of

scattered to beam electric field amplitude appears to be well conserved all the way

from the receiving antenna to the final 30MHz signal and side-bands.

Using the lower side-band of the reference frequency on channel 1 of the inter-

ferometer receiver output as was done in the experiment, the instantaneous line-

integrated density fluctuation caused by RF waves can finally be estimated in terms

of the output voltage amplitudes:

∫
nRFe0 (~x)dl =

2ΓBP
σbeam

Vf=18MHz

Vf=30MHz

. (5.8)

Here Vf=18MHz and Vf=30MHz are the lower side-band and reference frequency volt-

age amplitudes measured using a spectrum analyzer. The partial attenuation of the
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side-band signal by the 30± 15MHz bandpass filter in the receiver circuit (actually

a 500 ± 15MHz filter just before the final down-conversion mixer) is compensated

for by the parameter ΓBP which is approximately equal to 1.5.

5.5.2 Experimental data

The additional circuitry needed to routinely measure the RF density fluctuations

was minimal. All that was required was a signal splitter (Merrimac PDX-20-200)

to share the 30MHz signal on interferometer channel 1 between a Hewlett-Packard

8553B-RF+8552B-IF spectrum analyzer and the phase detector used for measuring

line-integrated density. The use of isolation transformers (MCL FTB-1-1) on the

spectrum analyzer and phase detector inputs was also necessary to eliminate ground

loops. The spectrum analyzer was triggered at the beginning of an RF pulse and the

vertical output voltage of the spectrum analyzer was digitized to yield a frequency

spectrum centered near the lower side-band frequency. A typical spectrum is shown

in Figure 5.25. As seen in the figure, the noise floor is approximately 60dB down

Figure 5.25: RF fluctuation spectrum taken from the lower side-band of the vertical
chord output signal of the interferometer. The solid line is a boxcar average of the
raw data (dots) to eliminate amplifier noise and MHD fluctuations. The beam
major radius was Rbeam=34cm and the antenna parameters were PRF=50kW, 0-π
phasing, and vertical straps. Data taken 10/21/97.

from the 30MHz signal amplitude and 10dB above the 18MHz sideband signal
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level. The sideband amplitude drops quickly as the line-integrated density decreases

making extraction of the signal from noise difficult outside Rbeam=45cm. The width

of the 18MHz peak is determined by the spectrum analyzer bandwidth setting which

was 300kHz. Note also the roll-off in amplitude as the frequency decreases due to

the 30 ± 15MHz bandpass filters mentioned previously. The broad-band amplifier

noise and scattering signal were assumed to be uncorrelated so the net signal power

was computed by subtracting the noise power from the signal power.

The 18MHz side-band signal was measured as a function of RF power, microwave

beam major radius, and strap angle. Signals reached measureable levels above

approximately 10kW when the beam passed through the magnetic axis. All signal

levels in the following plots were normalized to a chosen strap current of 250A0−pk.

Normalizing the signal to the square root of the coupled power does not change the

results since the loading is (obviously) independent of microwave beam major radius

and nearly independent of strap angle. Figure 5.26 shows
∫
nRFe0 (z)dz computed

using Equation 5.8 plotted as a function of microwave beam major radius. As seen

in Figure 5.26a, the line-integrated density fluctuation amplitude is on the order of

1011cm−2 for Rbeam=34cm and drops by a factor of three when the beam is moved

outward to Rbeam=44cm. Since the height of the plasma is approximately 75cm for

Rbeam=34cm, the line-average fluctuating density for this radial position is on the

order of only 2× 109cm−3 which explains why this is such a delicate measurement.

Figure 5.26b shows the same data plotted in 5.26a normalized to the line-integrated

background electron density. As seen in the figure, the ratio of fluctuating to

background density is measured to be on the order of 2 − 3 × 10−4 (line-average).

Importantly, even if the absolute calibration is not exact, this relative amplitude

is nearly independent of beam major radius implying that the scattered power

is proportional to the density and therefore that wave fields of roughly uniform

amplitude are present in the plasma core. This is also further confirmation that

the electron density profile is strongly peaked. Thus, the normalized microwave

scattering amplitude data shown in Figure 5.26 confirms the presence of wave fields

in the plasma core.

The data in Figure 5.26 was obtained in deuterium and is very similar to data

obtained earlier in hydrogen. This similarity can be observed in Figure 5.27 which

shows the computed
∫
nRFe0 (z)dz in hydrogen measured as a function of antenna
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Figure 5.26: (a) Measured
∫
nRFe0 (z)dz using Equation 5.8 versus microwave beam

major radius for Istrap=250A0−pk, 0-π phasing, and vertical straps. (b) Measured∫
nRFe0 (z)dz normalized to the background line-integrated density versus major ra-

dius for the same antenna parameters. Diamonds indicate the measured values
used in the curve fits. Data taken 10/21/97 in deuterium.
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strap angle for Rbeam=35cm and 45cm. Compare in particular the absolute and

normalized fluctuation levels at 35cm and 45cm with vertical straps. Since the

toroidal magnetic field and plasma current are nearly the same for both sets of

data, it is evident that there is no noticable dependence on frequency for relative

frequencies in the range of ωRF/Ωci ≈ 8 − 16.

More importantly, Figure 5.27 shows that the scattered signal is not symmetric

about 0◦ (vertical straps) since the signal at +50◦ is approximately 40% smaller

than the signal at −50◦ for Rbeam=35cm. Since the scattered signal should be pro-

portional to the amplitude of the RF wave electric field, a rough estimate of the

wave-field energy density in the core can be obtained by squaring the signal in Fig-

ure 5.27a. Upon normalizing this squared signal to the value at −30◦, Figure 5.27c

shows that the signal at either beam location does not decrease more than 20%

until the straps are more than 50◦ away from orthogonal to ~B. Extrapolating to

an angle where the straps become nearly parallel to ~B (θstrap ≈ 60◦), the squared

signal drops by 60-70% for both beam locations. The conclusion drawn from this

strap angle scan is that so long as the straps are within approximately 50◦ of being

orthogonal to ~B, the change in the fast wave coupling efficiency can be modest.

This result is important for future high-frequency fast wave heating and current

drive systems to be used in low-aspect-ratio devices such as NSTX which will not

have the ability to change the antenna strap orientation.

The plasma loading data obtained concurrently with the scattering data shown

in Figure 5.27a is shown in Figure 5.20. As discussed previously, the measured

plasma loading plotted in Figure 5.20 is nearly independent of strap angle even

as the straps become parallel to ~B. The mystery of this nearly field-aligned strap

orientation is where the RF power is going if not into central wave-field energy

density. The initial hypothesis after obtaining preliminary scattering data similar

to that shown in Figure 5.27a was that surface or coaxial modes [Messiaen et al.,

1984; Lawson, 1991] were being excited in the plasma edge.

Coaxial modes are thought to propagate in the vacuum region between the

plasma edge and the vacuum chamber wall. For these modes, the plasma surface

acts as conducting boundary and energy is propagated toroidally in a TEM wave

with a minor-radially directed electric field. As discussed in [Lawson, 1991], if

the plasma density is above the lower-hybrid resonance density, this mode can
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Figure 5.27: (a) Measured
∫
nRFe0 (z)dz using Equation 5.8 versus antenna strap

angle for Istrap=250A0−pk and 0-π phasing. (b) Measured
∫
nRFe0 (z)dz normalized

to the background line-integrated density versus strap angle for the same antenna
parameters. (c) Measured | ∫ nRFe0 (z)dz|2 normalized to the value when straps are

orthogonal to ~B. In all plots, solid curves correspond to Rbeam=35cm and dashed
curves to Rbeam=45cm. Diamonds indicate the measured values used in the curve
fits. Data taken 08/03/97 in hydrogen.
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probably not be excited. This density criterion is certainly satisfied in CDX-U

plasmas. Further, the magnetic field data shown in Figure 5.23a indicates that the

RF magnetic energy density is maximized when the straps are vertical rather than

parallel to ~B. Though a similar angle scan outside of 52cm major radius was not

performed, it appears unlikely that coaxial modes are being excited.

In contrast to coaxial modes, surface modes are predicted to propagate along a

sharp vacuum-plasma interface or in the low density regions near the edge between

the bulk plasma and the hybrid resonance layer. As discussed in [Messiaen et al.,

1984], these modes require very large kθ to be confined close to the surface and can

“leak” into the bulk plasma unless kθ > k⊥ everywhere. Modes with large kθ should

be most easily excited with 0-π phasing and horizontal straps. However, both the

Rbeam=45cm scattering data in Figure 5.27b and the magnetic field measurements

in Figure 5.24a show that the field amplitudes in the outer part of the plasma

are largest when the straps are vertical and weakest when the straps are rotated

parallel to ~B (i.e. approaching horizontal). The agreement between these two

diagnostics lends credibility to the notion that the observed variation of the wave-

field amplitude with strap angle is real. Magnetic probe measurements at larger

major radii may be required to observe surface modes if they are present.

5.5.3 Experimental data compared to theory

Radial scale-lengths

One interesting feature of the microwave scattering data not yet mentioned is the

radial scale-length of the variation in normalized signal in Figure 5.26b. The 20%

variation in amplitude visible below in Figure 5.28 may be the signature of a weak

standing wave pattern and may be related to the radial wavelength of the fast wave.

Microwave transmission changes caused by inhomogeneities in the interferometer

windows cannot account for this variation.

Fast waves with poloidal mode number near zero will have a perpendicular

wavelength given approximately by:

λ⊥(FW ) ≈ c/fRF√
D2

n2
‖−S

− n2
‖ + S

(5.9)
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∆R

Figure 5.28: Data from Figure 5.26b re-plotted to show the scale-length of ampli-
tude variation in the plasma core.

For central electron densities on the order of 1-2×1013cm−3, B(0) = 0.11 Tesla, and

Z̄=1.3, the sum and difference terms are −S ≈ 1.25−2.5×103 andD ≈ 2.5−5×104.

Assuming most of the radiated power has |n‖| ≈ 30 at the antenna (see Figure 6.5),

the central |n‖| should be no more than 50 from up-shift effects. Thus, the estimated

perpendicular wavelength for the fast wave is λ⊥ ≈ 3.5-6cm. The measured radial

scale-length of the density fluctuations is ∆R ≈ 4.5cm. If density fluctuations are

distributed concentrically around the magnetic axis, de-constructive interference

may be important for this measurement.

RF electron density fluctuation amplitude

From charge conservation, the fluctuating charge density ρRFs for plasma species s

can be computed from the divergence of the fluctuating RF current density:

ρRFs = − i

ω
∇ · ~JRFs (5.10)

Using the familiar Stix definition of the susceptibility ~~χs, the tensor relationship

between the fluctuating current density ~JRFs and the RF electric field is given by:

~JRFs = −iωε0~~χs · ~ERF (5.11)
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Thus, the fluctuating electron density is related to the wave electric field through

the equation:

nRFe =
ε0
e
∇ · ~~χe · ~ERF (5.12)

The term ∇ · ~~χe · ~ERF is straight-forward to compute using the coupling code

written for this thesis because of the simple coordinate system it uses. Using

this code, nRFe can be computed as a function of time and space to compare to

experimental measurements. The poloidal and toroidal half-lengths of the solution

domain used in the calculations are Ly=0.52m and Lz=1.76m. These values are

roughly consistent with both the surface area of the actual equilibrium plasma and

the volume of the annular plasma column inside the antenna limiter radius.

The predicted instantaneous density fluctuation amplitude for both sets of

boundary conditions is plotted in Figure 5.29a. The toroidal location is the same

as that of the interferometer (φ = −90◦) and the vertical position is Z=0. The

normalized density profile from Figure 5.17 was used assuming a central electron

density ne(0) = 1.4 × 1013cm−3 and Z̄=1.4. As seen in Figure 5.29a, the radial

wavelength of the RF electron density oscillation is approximately 4cm for both

sets of boundary conditions in agreement with the previous estimate.

Because of the detection electronics used, the measured signal plotted in Fig-

ure 5.26 is representative of peak fluctuation amplitude on a time-scale (hundreds

of µsec) much longer than an RF period. Thus, a more relevant comparison be-

tween experiment and theory can be obtained by computing the predicted peak

amplitude (during an RF period) of the fluctuating line-integrated density. As

seen in Figure 5.29b, the predicted normalized amplitude profile is reasonably flat

(near the plasma core) consistent with the data in Figure 5.26b. However, the re-

flecting boundary conditions predict a normalized amplitude 10 times larger than

measured. Radiation boundary conditions are larger by a factor of roughly 2-3.

As mentioned previously, damping and interference effects may be very important

in the experiment and both effects are missing in the calculations. A toroidal full

wave code with damping and a more realistic plasma geometry is likely needed to

better model the scattering data.
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Figure 5.29: (a) Predicted instantaneous RF electron density fluctuation amplitude
as a function of major radius for the estimated equilibrium data in Figure 5.26. (b)
Predicted

∫
nRFe0 (z)dz normalized to the background line-integrated density versus

major radius. Integration limits are Z=-35cm to Z=+35cm. In both plots, the
solid line is for reflecting boundary conditions while the dashed line is for radiation
boundary conditions. Diamonds indicate experimental data from Figure 5.26b.



Chapter 6

Heating and Startup Experiments

SERIOUS attempts at trying to observe direct electron heating were made

soon after the final power amplifier was upgraded to the 100kW level and the

aforementioned vacuum conditioning techniques were implemented. Well

before the construction of the new vacuum chamber and antenna, ray tracing cal-

culations [Menard et al., 1995] indicated that strong first-pass absorption should

occur provided that electron densities on the order of 1 × 1013cm−3 and central

electron temperatures of approximately 150-200eV could be achieved. It was gen-

erally assumed that only severe impurity problems would hinder observations of

electron heating at the 100kW RF power level since the ohmic heating power after

the plasma current peak is approximately 100-150kW.

6.1 Heating Experiments

6.1.1 Thomson scattering measurements

Even after antenna baking and titanium gettering were initiated, core tempera-

ture measurements using the Thomson scattering (TS) diagnostic typically showed

modest (0-10eV) temperature decreases during the application of 70-100kW of RF

power. The drop in electron temperature was attributed to increases in Zeff . To

increase the chances of observing heating, conditioning discharges were repeated

for days at a time for periods of up to 1-2 weeks. By the end of this conditioning

153
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period, temperature drops were no longer observed, and occasionally small temper-

ature increases were found in comparing reproducible discharges.

The multi-pulse feature of the TS diagnostic proved useful in confirming that

near the current peak, core electron temperatures were essentially constant on the

200-300µsec time-scale between laser pulses so long as the discharge was not saw-

toothing and there were no other reconnection events. During discharges with

stronger core MHD activity, 10-20eV variations in core electron temperature were

observed on a similar time-scale. Several plausible explanations were offered to

explain this variability. Obviously, weak sawtoothing could explain the tempera-

ture fluctuation. Another explanation is that the laser scattering volume inside the

plasma core was near the q=1 radius rather than at the magnetic axis and was

therefore susceptible to measuring temperature variations near a 1/1 island. The

only reason for worrying about such small relative fluctuations is that the injection

of 70-100kW of RF power appeared to increase the central electron temperature by

no more than 5-15eV at best. This conclusion is based upon comparisons of many

reproducible discharges.

An example of discharge reproducibility is shown in Figure 6.1 which plots the

time histories of plasma current and electron density for two discharges approxi-

mately 4 minutes apart. As seen in Figure 6.1a, the plasma currents are nearly

identical and there is no noticeable impact on current caused by the application

of 100kW of RF power. The three solid-lined spikes in the figure show the laser

pulse times for the discharge with RF while the discharge without RF had two

laser pulses. The first pulse was coincident with the first pulse of the discharge

with RF and the second is shown by the dotted-line spike in the figure. As can

be seen in Figure 6.1b, the discharge densities before RF power injection are the

same to within a few percent. Only after the first two laser pulses fire is there any

noticeable difference in density, and interestingly, there is a noticeable density rise

after the RF power is turned off that is not present in the discharge without RF.

With careful determination of stray-light levels and by boosting laser pulse

energy, useful temperature measurements (±15% uncertainty) were obtained for

these discharges with the TS system. As seen in Figure 6.2, the central electron

temperature for the discharge without RF power shown in Figure 6.1 is approxi-

mately 85-90eV. As seen in Figure 6.3, the central temperature of the discharge
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Figure 6.1: Time histories of plasma parameters during Thomson scattering mea-
surements performed to observe possible electron heating. Dotted lines correspond
to data without RF power, solid lines with RF power. (a) Plasma current, RF
power, and laser pulses (spikes) for the two discharges. The antenna strap angle
was −10◦ with 0-π phasing. Each laser pulse had 1-2J in energy upon entering the
multi-pass system. (b) Interferometer phase voltage for the two discharges. Each
rapid (non-MHD) drop in phase voltage represents a 2π fringe shift equivalent to∫
nedl = 1 × 1014cm−2. Data taken 7/05/97.
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Figure 6.2: Central electron temperatures measured approximately 200µsec apart
near the current peak in the absence of RF power. In each plot, λ refers to the
wavelength of the scattered light and f is proportional to the number of photons
collected in each wavelength bin.

Figure 6.3: Central electron temperatures measured in an otherwise identical dis-
charge with 100kW of RF power applied.
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with 100kW RF power is apparently increased by approximately 10eV. Only very

rarely were larger central temperature increases observed if they were observed at

all. This finding motivated much of the work in the previous chapters aimed at

understanding what causes this relatively weak core electron heating.

Possible explanations of weak core electron heating

One plausible contributing factor to the weak core electron heating has already

been alluded to in Chapter 5, namely the anomalously low electron density in the

outer portion of the plasma. Not only does this low density region lead to the

strong cutoff of the most heavily damped portion of the antenna spectrum, but it

also significantly lowers the damping rate of the propagating part of the spectrum

since there are relatively few particles to damp on.

Some of the more noticeable effects on the power spectrum are summarized

in the plots shown in Figure 6.4. These plots show contours of constant coupled

power as predicted by the coupling theory described in Chapter 4 versus launched

toroidal and poloidal refractive index for orthogonal straps and 0-π strap-current

phasing. Note especially the dotted lines in the plots, as these lines intercept

the fundamental-lobe peaks of the vacuum spectrum of the antenna located at

|n‖| ≈ 50. The power spectrum predicted using the measured profiles is shown

in Figure 6.4a and clearly indicates that most of the radially-propagating power

should have |n‖| ≈ 25 and a significant positive n⊥. As can be seen in Figure 6.4b,

a much broader density profile (n(0)/〈n〉 = 1.7 instead of 9) yields the expected

result that the coupled power spectrum closely matches the vacuum spectrum in

terms of the dominant |n‖| launched. One might expect that strap angles other than

orthogonal could fundamentally alter this picture, but this was found not to be the

case. Figure 6.5 shows predicted contours of constant coupled power for vertical

straps keeping the same strap phasing of 0-π. While a significant asymmetry in the

toroidal projection of the spectrum is introduced by terms linear in n⊥ in ΦFW and

Ex, the dominant |n‖| in each spectrum changes very little.

To estimate the effect of this high-n‖ cutoff on wave damping, one can use the

fact that the electron damping for these waves scales roughly as ke⊥i ∝ k⊥rβeξee−ξ
2
e

[Chiu et al., 1989] where ξe = ω/k‖VTe and VTe =
√

2Te/me. This scaling implies

a damping maximum near ξe ≈ 0.7. The strap center-to-center separation distance
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(a)

(b)

Figure 6.4: Contours of constant coupled power plotted as a function of launched
toroidal and poloidal refractive index for orthogonal straps and 0-π phasing. Indices
lying along the tilted solid lines represent pure parallel launch, while those along
the dashed line correspond to pure n⊥. The dotted lines correspond to |n‖|=50.
(a) Power spectrum computed using the measured profiles. (b) Power spectrum
computed using an artificially broadened density profile with the same central and
edge density values and otherwise identical equilibrium parameters.
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(a)

(b)

Figure 6.5: Contours of constant coupled power plotted as a function of launched
toroidal and poloidal refractive index for vertical straps and 0-π phasing. The
various lines have the same definitions as given in Figure 6.4. (a) Power spectrum
computed using the measured profiles. (b) Power spectrum computed using the
artificially broadened density profile.
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is 24cm, so for 0-π phasing the vacuum spectrum of the antenna peaks near k‖ =

±13m−1 corresponding to k‖ ≈ ±21m−1 on axis including the 1/R up-shift from

R=56cm to 35cm. For 100eV electrons this corresponds to ξe ≈ 0.6 by design.

However, for the highly peaked density profile found in the actual experiment, the

minimum ξe from this scaling is likely to be in the range of 1.2 to 1.5. Thus, not only

is the volume-average electron β three to four times smaller than might be expected

for a reasonable density profile, the minimum parallel phase velocity of the wave

is too fast for optimal damping. The combined effect suggests a volume-average

damping rate perhaps only 20% of what might otherwise have been achieved had

the density profile not been so highly peaked.

To obtain more accurate predictions for the wave damping rate and power de-

position profiles, the ray tracing code described in Appendix A was used. Power

deposition profiles computed for the measured and artificially broadened density

profiles are shown in Figure 6.6. As is typical for fast wave damping on electrons

Figure 6.6: Predicted power deposition profiles (solid lines) for the measured (a)
and artificially broadened (b) density profiles. The calculations used 20 and 28
rays, respectively. Dotted lines show the pressure profile used for each case.

in low-β plasmas, the predicted profiles of absorbed power per unit volume are

highly peaked. Clearly, the ray tracing code predicts that any stored energy in-

crease should show up primarily in the core of the plasma. The obvious question

still remains: where is the RF power going if not into core electron heating?
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One possible explanation is that the aforementioned ray-tracing prediction is

inaccurate because the code only follows the power flow of radially propagating

waves. As seen in the RF magnetic field probe data discussed in Section 5.4, the

edge fields may be dominated by high-n‖ evanescent waves. These waves may not

propagate radially, but they do propagate toroidally and may damp on electrons in

the process. Considering the predicted low per-pass damping rate of the radially

propagating part of the spectrum, such edge waves may not need to be strongly

damped to compete with damping in the core. The high-power loading may still

be dominated by the radiation of propagating waves if the damping of such edge

waves is not too strong. Another possibility is that either the low electron density

in the edge or the rapid change in field-line pitch in the edge plasma does not screen

the wave parallel electric field as efficiently as theory predicts. These mechanisms

might also lead to wave damping on electrons in the region outside the plasma core.

6.1.2 Triple Langmuir probe measurements

In the process of obtaining density and temperature profile information to be used

in coupling calculations, electron temperature increases were sometimes observed

using the triple Langmuir probe provided that the RF-induced increase in radiated

power was sufficiently weak. At the 100kW power level, the temperature increases

were typically on the order of 10-20eV measured in the outer part of the plasma

(r/a > 0.5). Figure 6.7 shows the electron temperature as a function of time at

four major-radial locations (using reproducible discharges) with the triple probe

located roughly 10cm away toroidally from the antenna side-limiter. While RF

interference is a concern with the probe so close to the antenna, there are several

features of this data which suggest that the apparent temperature increase is real

and not RF pickup. First, note that the traces from larger major radii do not reach

their steady-state values during RF until several hundred microseconds after the

RF power has reached its steady-state value. Second, the apparent temperature

increase caused by RF increases as the probe major radius is decreased, implying

that at least some heating is occurring away from the antenna. Note also that

there is no significant difference between the data taken at the nominal limiter

radius (R=56cm) and other radii implying that any heating local to the antenna

limiter radius is negligible. Attempts were made to push the probe inside R=48cm
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Figure 6.7: Electron temperature measured with the triple Langmuir probe at
several major-radial locations in the outer part of the plasma. Dotted lines represent
raw data, solid lines the raw data smoothed over several MHD periods, and the
dashed line the RF power. Data taken 8/05/97 in hydrogen with the probe 10cm
away from the antenna with vertical straps and 0-π phasing.
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to measure more of the radial profile, but strong increases in carbon emission from

the probe shield were observed as the probe approached the hotter and denser

plasma inside q=1.

Though careful filtering and grounding were implemented to minimize RF pickup

from the amplifier and the temperature data in Figure 6.7 has features which are

consistent with heating, the triple probe was moved 150◦ away toroidally from

the antenna to further reduce the possibility of RF interference. After moving

the probe, density and temperature profiles were measured the following day. As

had been observed with the probe near the antenna, the electron density increased

approximately 10% during 100kW of RF at all major radial locations tested. Tem-

perature increases were again observed during application of RF power, though the

increases were typically less than 10eV instead of 15-20eV. The radiated power with

and without RF was larger during these discharges, and it is likely that water and

other impurities introduced into the vacuum chamber by moving the probe con-

tributed to lower plasma temperature and hence weaker electron damping. Both

the lower plasma temperature (compared to the data shown in Figure 6.7) and

reduced RF temperature kicks are evident in Figure 6.8.

An example of a similar temperature increase obtained several months later in

deuterium is shown in Figure 6.9. As seen in the figure, the characteristic rise

and fall times of the temperature pulse are again longer than the RF turn-on and

turn-off times. Note also the highly coherent temperature fluctuations as the probe

is apparently near a mode-rational surface. In any case, the Langmuir probe and

Thomson scattering data taken together show signs of fast wave electron heating at

high-harmonics of the fundamental cyclotron frequency (ω/ΩH ≈ 8, ω/ΩD ≈ 16)

in a plasma with high permittivity (ωpe/ωce ≈ 2− 14) even when the straps are 30◦

away from orthogonal to ~B (see Figures 6.7-6.8). However, the broad heating profile

does suggest that some kind of edge heating not included in the present modeling

may be competing with the damping of propagating fast waves on core electrons.

Power balance during RF heating

If the characteristic rise and decay times of the temperature pulses in Figures 6.8

and 6.9 are representative of the energy confinement time of the plasma, fitting

the pulses with functions of the form e−t/τE gives a confinement time τE of roughly
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Figure 6.8: (a) Electron temperature measured with the triple Langmuir probe at
R=49cm. Dotted line represents raw data, solid line the corresponding idealized
temperature rise assuming τE=80µsec. (b) Approximate ohmic heating power, RF
power, and estimated core radiated power. Data taken 8/6/97 in hydrogen with the
probe located 150◦ away from the antenna toroidally with 0-π phasing and vertical
straps.
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Figure 6.9: (a) Electron temperature measured with the triple Langmuir probe at
R=52cm. Dotted line represents raw data, solid line the corresponding idealized
temperature pulse assuming τE=80µsec. (b) Approximate ohmic heating power,
RF power, and estimated core radiated power. Data taken 10/30/97 in deuterium
with the probe located 150◦ away from the antenna toroidally with 0-π phasing and
a strap angle of −20◦.
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80µsec. This is in agreement with the ohmic heating input power crudely estimated

from POH = IP Φ̇OH ≈ 100-150kW (see Figure 6.9b) and a stored energy of 10-12J

from the JSOLVER fit to the equilibrium profiles from 8/03/97. For reference, the

shape-corrected neo-Alcator scaling τNAE = 7 × 10−22n̄eR
2aq∗ [Kadomtsev, 1992;

Parker et al., 1985] predicts 70µsec energy confinement times for the measured

volume-average electron density of 2 × 1018m−3 and effective safety factor q∗ = 2.

The increase in core radiated power during RF reaches approximately 20kW and

is shown in Figure 5.8. This leaves 70-90kW of net RF power to be accounted for.

For the temperature data in Figure 6.7, the density rise during RF measured

with the triple Langmuir probe is approximately 10% (not shown), and the RF

induced temperature increase is roughly independent of minor radius. Thus, the

increase in electron stored energy is given approximately by:

∆Ue = 1.1 × 3

2
n̄ekB∆TeVplasma

For n̄e = 2 × 1018m−3, ∆Te = 15eV, Vplasma = 0.5m−3, and τE = 80µsec, 50kW of

the RF power can be accounted for by the electrons. Note that Vplasma = 0.5m−3

is the volume of plasma the inside the antenna limiter at R=56cm. The edge

density decays rather weakly between R=56-60cm, so the region outside the limiter

contributes an additional 0.2m−3 of plasma volume. As seen in Figure 6.7, there

is a 10eV temperature increase even at R=60cm, so this outer region could easily

account for another 5kW assuming a confinement time of 50µsec. Thus, assuming

the effective electron heating power is 55kW, 60-80% of the RF input power can be

accounted for through radiation and increases in electron stored energy.

Plasma profiles were not obtained for the electron temperature data taken in

deuterium (see Figure 6.9), but the line-average density measured with the inter-

ferometer at R=35cm and no RF power was approximately 25% higher than was

measured for the data shown in Figure 6.7. Using the same estimate for ∆Ue as

above, assuming a similar heating of the volume outside the limiter, and using ∆Te

= 9eV, slightly less than 50% of the coupled input power can be accounted for

through radiation and increases in electron stored energy in these deuterium plas-

mas. The “missing” power in both hydrogen and deuterium plasmas may be lost

through ionization, sheaths, ion-heating, or other edge effects, or may partly be the
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result of errors in bolometer calibration in these low-Te plasmas.

6.1.3 Measurement of the RF floating potential

The heating data shown in Figure 6.9a is important because it was obtained in a

deuterium plasma with a large ratio of ω/ΩD similar to what will be used in NSTX.

It is therefore worth-while to further verify that the observed heating is not caused

by some form of RF interference. As is well known from traditional Langmuir probe

theory [Crawford, 1963; Hershkowitz, 1989], plasma fluctuations, especially

large coherent RF fluctuations, can complicate the interpretation of probe results.

The temperature inferred from the triple Langmuir probe is proportional to the

voltage difference between the higher-voltage and floating probe tips. The time-

average current drawn to the floating probe tip is by definition equal to zero. For a

RF plasma potential fluctuation of the form φP = φ̃RF cos(ωRF t) and constant ion

current, the floating probe tip is biased relative to its value in the absence of RF

by the amount:

∆Vf = −Te ln

[
I0

(
φ̃RF
Te

)]
(6.1)

If the bias voltage between the high and low-voltage probe tips is much larger

than the electron temperature, the low-voltage tip draws very little electron current

and the high-voltage tip experiences a negative bias similar to that of the floating

tip. In this situation, only very large fluctuation amplitudes could possibly lead to

a fictitious temperature increase. However, stray capacitance to ground and finite

sheath impedance at each probe tip conspire to further complicate the situation.

Thus, the only way to ensure that RF bias effects are negligible is to measure the

amplitude of the 12MHz floating potential fluctuation directly. As discussed below,

this was achieved with a very simple RF circuit.

The circuit used for measuring the RF floating potential fluctuation is shown

in Figure 6.10. As shown in the figure, the plasma is assumed to be coupled to

the probe through a sheath impedance Zsheath while the probe tip is capacitively

coupled (Cprobe = 140pF) to ground along the cables inside the length of the probe.

The purpose of the circuit is to make the RF impedance to ground large compared

to the sheath impedance through the addition of an inductor in parallel with the
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Figure 6.10: Schematic of the circuit used for measuring the RF floating potential.

probe capacitance. The 1nF capacitor is used to keep the probe floating with

respect to ground while the series resistance is used to drive an RF output voltage

proportional to the floating potential fluctuation and to limit the tank circuit Q.

Additional capacitance Cadditional was added to de-tune the circuit to generate a

response curve for estimating the sheath impedance.

The radial profile of the RF floating potential φ̃RF is shown in Figure 6.11a.

Much like the magnetic field data shown in Figure 5.22, the probe signal decays

quickly outside the nominal limiter radius of R=56cm and vanishes outside the

vessel wall radius at R=70cm. The effect of additional tank circuit parallel capaci-

tance is shown in Figure 6.11b. As expected, the additional capacitance reduces the

output voltage by dividing down the plasma fluctuation voltage. The best fit to the

experimental data is obtained for a primarily resistive Zsheath ≈ 170 − 200Ω. From

this fit it is clear that adding the resonant tank circuit to the probe is essential for

accurately determining the voltage fluctuation amplitude.

The fluctuation amplitude data in Figure 6.11b can be used to estimate the

magnitude of RF bias effects using Equation 6.1. Expanding Equation 6.1 for

small φ̃RF

Te
, it is apparent that ∆Vf ≈ − φ̃2

RF

4Te
. From this scaling it is clear that

RF bias effects cannot account for the apparent temperature increase in Figure 6.9
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Figure 6.11: (a) Radial profile of the 12MHz floating potential fluctuation measured
150◦ away toroidally from the antenna with vertical antenna straps. Data taken
12/2/97 in deuterium with PRF=75kW. (b) Probe tank circuit output as a func-
tion of parallel capacitance Cadditional for vertical antenna straps and PRF=90kW
at Rprobe=50cm. Diamonds represent experimental data using reproducible dis-
charges, while triangles represent calibration data using a 200Ω resistor connected
to a probe tip to simulate the series sheath impedance. The solid line is a theoretical
fit assuming Zsheath = 175Ω, while the dotted line assumes Zsheath = 15Ω − j86Ω.
The later Zsheath (dotted line) is equivalent to a 150pF capacitor in parallel with a
500Ω resistor. Experimental data taken 12/3/97 in deuterium.
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since the computed ∆Vf < 50mV � Te. It is also unlikely that the temperature

increases observed in Figure 6.7 are caused by RF bias effects since φ̃RF would have

to be large compared to Te to account for changes in the probe potentials.

One remaining discrepancy is the magnitude of Zsheath computed from the fit

to the experimental data. At low-frequency and in the absence of a magnetic field,

the sheath impedance can be shown to be approximately equal to Te(eV )/Isati (A)

[Hershkowitz, 1989]. For the data in Figure 6.11b, this quantity was measured

to be roughly 500Ω while the best fit to the data assuming a real-valued impedance

is obtained with Zsheath ≈ 175Ω. However, recent work investigating Langmuir

probes at high frequency in a magnetized plasma [Verplancke, 1997] finds probe

behavior which deviates significantly from that typically observed at low frequency.

In particular, ion and electron polarization currents in the sheath and pre-sheath

may act to significantly increase the effective sheath capacitance suggesting that the

sheath should be modeled as a capacitance in parallel with a resistance. Interest-

ingly, a reasonable fit to the data in Figure 6.11b (dotted line) can be obtained with

a 150pF capacitor in parallel with a 500Ω resistor. Assuming the “plate” separation

of the sheath capacitor is roughly λDebye, the low-frequency capacitance between

the probe tip and plasma is at most a few pF consistent with a large increase in

sheath capacitance at high frequency.

6.2 ICRF Plasma Formation Experiments

To maximize the available space for toroidal field coils in the center-column of a

spherical-torus based reactor, there will be no room for an ohmic heating solenoid.

Thus, the development of non-inductive startup schemes is essential if the ST con-

cept is to be viable. In this regard, experiments in an earlier version of the CDX-U

device [Forest et al., 1992] and in the DIII-D tokamak [Forest et al., 1994] have

shown that formation of a fully pressure-driven tokamak is possible using strong

electron-cyclotron heating (ECH) alone. While this tokamak formation method is

very promising, it is likely not efficient enough to be used by itself. In the near

term, ST devices such as NSTX will incorporate ohmic solenoids in their center-

columns to ensure reliable start-up and current sustainment. However, the solenoid
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flux is at a premium in such a device, and great benefit can be derived from RF-

assisted plasma formation. ECH is routinely used in the CDX-U tokamak (and

many others) for plasma initiation and will be used in NSTX. Recently, ICRF wall

conditioning [Esser et al., 1997] and reliable ICRF-assisted tokamak start-up at

low loop voltage have been achieved in the TEXTOR-94 tokamak [Koch et al.,

1997; Lyssoivan et al., 1997]. Since these performance enhancement techniques

might play a significant role in ICRF equipped spherical tori such as NSTX, it

is important to characterize both ICRF plasma formation at high ion-cyclotron-

harmonic number and the role of neutral ionization in antenna loading. These

considerations motivated preliminary plasma formation experiments in CDX-U us-

ing the rotatable fast wave antenna.

The first set of plasma initiation experiments investigated the effect of strap

angle and toroidal magnetic field strength on plasma formation efficiency. Gas puffs

approximately 2-3 times longer than normally used for ECH breakdown for tokamak

start-up were needed to enhance the antenna loading enough to allow operation

without changing the matching network capacitances from their nominal fast-wave

settings. A magnetic field strength of 0.6kG (at R=56cm) was found to be optimal

for maximizing electron density. The antenna alone was capable of initiating the

plasma, but the application of 1kW of ECH just prior to RF significantly improved

the reliability of breakdown and reduced the time-lag between the beginning of an

RF pulse and plasma formation.

The results of these initial experiments are shown in Figure 6.12. All probe

measurements in the figure were taken at R=56cm and 150◦ away toroidally from

the antenna in hydrogen plasma. Figure 6.12a shows that Te was typically 15eV for

all strap angles and that the electron density was a strong function of strap angle.

Since the straps are orthogonal to the toroidal magnetic field at 0◦, it is evident

that the strap orientation with the largest E‖ is most efficient in this low-neutral-

pressure mode of operation. Because the matching settings were left unchanged,

the loading and coupled power depend strongly on density (and hence strap angle)

if the drive power is held fixed. This behavior is evident in Figures 6.12b and 6.12c.

The density generation efficiency is shown in Figure 6.12d and begins to saturate

once the straps are within 30◦ of parallel to ~B.

In the interest of generating a high-density plasma as a possible target for other
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Figure 6.12: Plasma and antenna parameters as a function of strap angle during
ICRF plasma formation experiments. (a) Electron temperature and density, (b)
plasma loading, (c) coupled RF power, and (d) plasma generation efficiency. Data
taken 8/06/97 in hydrogen with 0-π strap phasing.
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RF heating schemes and as a wall conditioning tool, experiments were performed

with much stronger gas puffing. This was achieved by lengthening the puffer pulse-

length by roughly an order of magnitude beyond that used for the plasma formation

experiments discussed in the previous paragraph. Deuterium gas was used for this

set of experiments and the optimal magnetic field was found to be approximately

0.3kG. The plasma generation efficiency was observed to be nearly independent of

strap angle. The probe position was identical to that used on 8/06/97. As seen in

Figure 6.13, ECH heating produces a 5eV plasma with low electron density starting

at t=4msec and the electron density increases two orders of magnitude to roughly

1012cm−3 with the application of 100kW of RF power. Plasma loading increased

with increasing RF input power and was approximately 1.4Ω at PRF=100kW. These

studies will be repeated in the future with additional RF sources operating closer to

the fundamental ion-cyclotron frequency. Using this lower frequency, it should be

possible to simultaneously achieve both higher plasma density and temperature.
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Figure 6.13: Plasma and antenna parameters during higher-density plasma forma-
tion experiments. (a) Electron temperature, (b) electron density, and (c) coupled
RF power. Data taken 10/30/97 in deuterium with 0-π phasing and vertical straps.
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Conclusions and Future Work

HIGH-HARMONIC fast wave coupling and heating experiments have been

performed on the CDX-U spherical tokamak using a novel rotatable two-

strap antenna with arbitrary strap phasing and insulating limiters. These

experiments were motivated by the fact that NSTX will use 6MW of high-harmonic

ICRF power to attempt to heat electrons and drive toroidal current but will not

have the freedom to ensure that the antenna straps are orthogonal to the edge

magnetic field. The research on CDX-U focused on characterizing the fast wave

coupling efficiency, measuring wave-field profiles, and attempting to observe elec-

tron heating – all as a function of antenna strap angle. The interconnection between

the experimental results discussed in Chapters 5 and 6 did not become apparent

until analysis of all the measurements was completed. A coherent explanation of

most of the data is attempted below.

7.1 Conclusions

7.1.1 Coupling efficiency

The very first RF measurements performed on CDX-U were of plasma loading

resistance. Loading resistance was found to increase as the RF power decreased

(Figure 5.2) but reached an asymptotic limit at sufficiently high RF power (Fig-

ure 5.13). Since loading due to pure radiation of fast waves should be independent

of power, the power dependence of the loading begged the question of what portion

175
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(if any) of the loading could be attributed to fast wave radiation. Estimates of the

loading due to fast wave radiation obtained using standard ICRF codes were not

particularly useful because of wide variations in the predicted loading. As a result,

an entirely new coupling code was written using a simplified model of the plasma

wave fields combined with a highly modular antenna representation.

The density profile near the antenna was measured in the absence of RF power

with a triple Langmuir probe (Figure 5.16) for use in loading calculations. At

the milliwatt power level, ponderomotive density expulsion should be completely

negligible even for non-orthogonal straps, and measured loading (Figure 5.12) ex-

ceeded predictions (Figure 5.19) by a factor of four. A plausible explanation of

this anomalously high loading at low power is sheath dissipation, and the power

dependence of loading attributable to this effect fits the data reasonably well (Fig-

ure 5.11). With regard to the high-power loading where sheath effects should be

relatively unimportant, good agreement between the measured and predicted load-

ing is found until the straps become nearly parallel to the edge ~B (Figure 5.20).

However, plasma start-up experiments (Figure 6.12) revealed that ionization may

account for a significant fraction of the loading as the straps become field-aligned.

In summary, it appears that radiation of radially propagating fast waves can

account for most of the plasma loading at sufficiently high power. There is no heat-

ing effect localized to the antenna limiter radius (Figure 6.7) as might be expected

for slow wave or IBW excitation, and impurity production is insensitive to antenna

angle (Figure 5.9). If RF-driven sheaths are present, they are only weakly depen-

dent on strap angle (Figure 5.12) and phasing (Figure 5.14) and are apparently

occurring away from the antenna. These characteristics are presumably the result

of the use of insulating limiters and the recession of the antenna Faraday shield

sufficiently far behind these limiters. If other parasitic damping mechanisms are

truly unimportant, these results bode well for future application of high-harmonic

fast waves on NSTX which will use an antenna design similar to that of CDX-U

but with fixed vertical straps.

7.1.2 Wave fields and electron heating

Central Thomson scattering measurements were made early in the RF experiments

to attempt to observe direct electron heating. When the core electron heating
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was observed to be small (Figures 6.2 and 6.3), research shifted toward trying

to explain why the core electron heating efficiency was low. Highly peaked den-

sity profiles caused by strong MHD activity were found (Figure 5.16) and the low

volume-average electron β undoubtedly contributed to weak fast wave damping

on core electrons. In addition to this, the optimal part of the antenna spectrum

was predicted to be cutoff by the low edge density regardless of antenna angle (Fig-

ures 6.4 and 6.5). Wave magnetic fields measured outside the plasma core but inside

the antenna limiter radius are best explained by the presence of radially-evanescent

high-n‖ waves (Section 5.4.2 and Figure 5.24) consistent with this prediction.

Electron heating was observed with the triple probe both near (Figure 6.7) and

far (Figure 6.8) from the antenna toroidally at a normalized minor radius r/a >

0.6. Approximately 50-80% of the RF input power could be accounted for through

direct electron heating and increases in radiated power. There appears to be some

kind of damping mechanism in the outer portion of the plasma which leads to a

broader heating profile than ray tracing theory predicts.

In the absence of strong core electron heating, far-forward scattering measure-

ments of wave-induced electron density fluctuations were performed using the CDX-

U interferometer to attempt to determine if wave fields were present in the plasma

core. The line-average RF density fluctuation amplitude was found to be propor-

tional to the line-average background density (Figure 5.26) between the magnetic

axis and r/a ≈ 1/2. This implied that the line-average wave-field amplitude profile

was relatively flat and that waves were indeed present in the plasma core. The

scale-length of radial variation of the RF density fluctuation amplitude was found

to be approximately 4cm (Figure 5.28) and may be related to the radial wavelength

of the fast wave. When the antenna was rotated, the fluctuation amplitude at r/a

≈ 1/2 was found to be largest when the antenna straps were vertical (Figure 5.27).

The reason for this behavior is not well understood. This angle dependence was

also observed with the RF magnetic probe (Figure 5.24) at a similar major-radial

location and strengthens the notion that the scattering data is representative of

wave-field amplitude. Importantly, the core RF density fluctuation data shows a

weak variation of the wave-field amplitude with strap angle for modest strap angles,

but the wave-field energy density drops quickly (for fixed strap current) when the

straps become nearly field-aligned. This variation with angle is consistent with the
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predicted loading attributable to propagating fast waves (Figure 5.20).

7.2 Future Work

The low core electron heating efficiency is presumably due in part to weak single-

pass absorption of the fast wave. Thus, these experiments may greatly benefit from

a higher β target plasma. Further, if the edge heating observed with the triple probe

is related to the excitation of large-amplitude evanscent waves, a broader density

profile would also be beneficial. Both the CDX-U device and the RF amplifier

system are presently undergoing significant upgrades to hopefully allow character-

ization of fast wave electron heating efficiency as a function of antenna angle and

phasing in a higher performance plasma.

While the coupling code written for this thesis was reasonably successful at ex-

plaining CDX-U loading data, there is much more computational and theoretical

work to be done. It would be useful to further benchmark this code on CDX-U

by attempting to model a wider range of experimental parameters such as edge

density and magnetic field. Such scans were usually avoided during previous ex-

periments to try to obtain reproducible discharges and data. Theoretical model-

ing of the scattering data could be extended to a more realistic plasma geometry

by using a 2-D toroidal warm-plasma full-wave code [Brambilla and Krucken,

1988; Brambilla, 1996]. This was avoided in the past because of antenna model

limitations and the presumed difficulty of extracting density fluctuation amplitudes

from such codes. The ray tracing model briefly discussed in this thesis could also

be extended to include current drive calculations and better ways of modeling ion

damping. Power deposition and current drive profiles from this code should also be

compared to full-wave predictions. Finally, high-harmonic fast wave heating and

current drive experiments on NSTX should provide an excellent opportunity to test

theory against experimental reality.
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Fast Wave Ray Tracing

IN THE INTEREST of quickly estimating the damping rate of high-frequency

fast waves on electrons in CDX-U, a ray tracing program was written based

on the dispersion relation derived in [Ono, 1995]. The results of preliminary

modeling for CDX-U and NSTX plasmas have been reported in [Menard et al.,

1995]. For CDX-U, strong damping was predicted for sufficiently high n‖ and Te if

the poloidal magnetic field was neglected. If the poloidal field was included, it was

often found that damping was weaker because some rays had difficulty reaching

the core where they could damp quickly. For both devices, the poloidal magnetic

field was found to have a significant impact on n‖ (and hence the damping) as rays

propagated inward. In some cases, especially if rays made several toroidal transits

before completely damping, n‖ was observed to change sign.

For sufficiently hot NSTX plasmas, complete first-pass absorption on electrons

was predicted with an off-axis power deposition profile. However, ion finite-Larmor-

radius (FLR) effects become important as the ion pressure is raised, and there was

some concern that cyclotron-harmonic damping and IBW mode-conversion might

effect the electron heating and current drive efficiency of high-β NSTX plasmas.

In the interest of modeling the ion-cyclotron harmonic damping in NSTX, the

ray tracing code was extended to use a full hot-plasma permittivity tensor and

numerical equilibria from the JSOLVER [Delucia et al., 1980] fixed-boundary

flux-coordinate equilibrium code. For CDX-U plasmas, the ion Larmor radius is

sufficiently small compared to the fast wave perpendicular wavelength that the

179
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simplified permittivity tensor derived in [Ono, 1995] is an accurate and compu-

tationally less expensive representation. Since results from this code are used in

Chapter 6 and because a more accurate real-valued hot-plasma dispersion relation

has been derived, a brief outline of the code is provided below.

The starting point for ray tracing is the wave equation given by Equation 4.2. In

the WKB approximation, this reduces to ~n× (~n× ~E) +~~ε · ~E = 0. The permittivity

tensor ~~ε is equal to 1 +
∑
s
~~χs where ~~χs is the susceptibility for plasma species s.

The hot plasma version of the ray tracing code uses ~~χs given by Equation 10.57

in [Stix, 1992]. For simplicity, it is assumed that 〈v‖〉 is zero and T⊥ = T‖ for

all species. The code is written in a highly modular fashion so future upgrades

to include non-Maxwellian distribution functions are straight-forward. Solving for

non-trivial solutions to the wave equation for slowly-time-varying equilibria, one

obtains a dispersion relation given by:

g(~r, t, k⊥, k‖, ω) = 0 (A.1)

As discussed in [Stix, 1992], g is stationary along the wave packet trajectory when:

d~r

dt
= −∂g/∂~k

∂g/∂ω

d~k

dt
= +

∂g/∂~r

∂g/∂ω

dω

dt
= − ∂g/∂t

∂g/∂ω
(A.2)

In general, g is complex (g = gr+ igi) because of dissipation or instability and com-

plex ~k or ω is required to satisfy Equation A.1. For ray tracing, one is interested in

steady-state solutions with spatially damped waves, so it is common to use complex

k⊥ while keeping real k‖ and ω. To avoid ray tracing in complex spatial coordi-

nates, it is usually assumed that |gi| � |gr| and |k⊥i| � |k⊥r|. Then, expanding to

first order in k⊥i, an approximate solution to Equation A.1 is obtained by solving

gr(k⊥r) = 0 and computing k⊥i = −gi

∂gr/∂k⊥r
. The ray energy (neglecting divergence)

can then be shown to be absorbed at the rate 1
W

∂W
∂t

= 2~ki · d~rdt . Here it has been

assumed that d~r
dt

≈ ~P+~T
W

where W , ~P , and ~T are the wave energy density, Poynting

flux, and kinetic flux, respectively.

This approximate correspondence between group velocity and energy flux is

valid when the damping is sufficiently weak. Unfortunately, in the limit of stronger

damping, this correspondence can begin to break down. When this happens, the
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ray trajectory no longer follows the energy flux, and the computed power deposition

profiles can become inaccurate. Further, using gr(k⊥r) = 0 as a dispersion function

for high-β NSTX cases, negative damping rates were sometimes observed when

only absorption should have been physically possible. The root of the problem is

the assumption that solving gr(k⊥r) = 0 is adequate for determining k⊥r. A better

approximation is obtained by retaining derivatives of gi(k⊥r) in the expansion of g.

This results in a more accurate dispersion relation of the form:

G(~r, t, k⊥r, k‖, ω) = gr + gi
∂gi/∂k⊥r
∂gr/∂k⊥r

= 0 (A.3)

Using this real-valued dispersion relation, the wave equation is evidently reduced

to finding the zeros of ∂
∂k⊥r

|g(~r, t, k⊥r, k‖)|2. This result provides a mathematical

explanation of the finding made by [Smithe et al., 1997] in which “valleys” in the

dispersion function were found to correspond to known propagating modes. For

the k⊥r which satisfies Equation A.3, the imaginary part of k⊥ is again given by

k⊥i = −gi

∂gr/∂k⊥r
.

Importantly, by properly expanding the wave energy density and energy fluxes

about k⊥r obtained by solving Equation A.3 and keeping terms to first order in k⊥i,

the group velocity ~vg = d~r
dt

is again found to be nearly identical to
~P+~T
W

– even when

k⊥i is not particularly small. Thus, by including these corrections, the ray follows

the energy flow and the damping rate computed from 1
W

∂W
∂t

is in good agreement

with 2~ki · d~rdt . These corrections are often ignored in recent literature [Van Eester

et al., 1993]. However, even this formalism begins to break down at very high

ion β in NSTX plasmas. Under such conditions, the group velocity is found to

vanish at ion-cyclotron harmonics where the IBW and fast wave roots coalesce.

Such mode conversion processes cannot be treated with the present ray tracing

theory. Further, most 2-D tokamak ICRF full-wave codes cannot properly treat

either cyclotron-harmonic damping or mode conversion for these plasmas because

k⊥ρi � 1 invalidates the gyro-radius expansion inherent in the wave equations used

in the codes.

The original version of the ray tracing code was written in flux coordinates

to match the underlying equilibrium solution from JSOLVER. However, numerical

problems arose near the origin because ∇ψ → 0 and ∇θ → ∞ as ψ → 0. Cylindrical
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(R, φ, Z) coordinates were found to eliminate this problem but required the writing

of a cubic-spline inverse mapper to accurately determine θ(R,Z), ψ(R,Z), and

their derivatives. The evolution of ~k is determined from d~k
dt

= ∇G 1
∂G/∂ω

, while the

ray spatial coordinates evolve according to:

1

c

dR

dt
=

[
vg⊥
c

(
kR − k‖BR

B

k⊥r

)
+
vg‖
c

BR

B

]
(A.4)

1

c

Rdφ

dt
=


vg⊥
c


kφ − k‖

Bφ

B

k⊥r


+

vg‖
c

Bφ

B


 (A.5)

1

c

dZ

dt
=

[
vg⊥
c

(
kZ − k‖BZ

B

k⊥r

)
+
vg‖
c

BZ

B

]
(A.6)

where

vg⊥ = −∂G/∂k⊥r
∂G/∂ω

vg‖ = −∂G/∂k‖
∂G/∂ω

kφ =
nφ
R

(A.7)

Rays are started from the edge with the same spectrum of toroidal and poloidal

wave numbers used in the coupling code described in the previous section. The

minor radius of the ray is decreased until the ray can propagate, and the ray

energy is weighted according to the radiation resistance spectrum computed by the

coupling code. The ray trajectory equations are integrated using standard fourth-

order Runge-Kutta routines. To avoid error accumulation, the dispersion relation

is forced to be satisfied at every time step by varying the wave vector along the

poloidal group velocity until G = 0 is satisfied to within a specified tolerance. The

power absorbed during each time step is deposited onto a minor-radial grid for

determination of the power deposition profile.
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