Trip Report: Visit to JET and Asdex-U by D. McCune for TRANSP Collaboration.

Itinerary:  
JET/Culham (England), May 27 – May 31



Asdex-U, IPP/Garching (Max Planck Institut, Germany), June 3 – June 7.

Topics Covered:

· TRANSP Operations at JET.

· TRANSP Operations at MAST (Culham).

· Update of Atomic Physics Database for TRANSP and Other Applications.

· Accessibility of SciDAC Fusion Collaboratory TRANSP Service from Europe.

· Provision of TRANSP Services to Asdex-Upgrade.

· Upgrade of ICRF modeling in TRANSP: TORIC/FPPMOD Collaboration.

TRANSP Operations at Jet.

People contacted:  Pam Stubberfield, Jim Conboy, Geoff Cordey, Yuri Barinov, Xavier Garbet, Jef Ongena.

· I gave minor assistance to Jim Conboy who updated the JET production version of TRANSP while I was there.  This went smoothly for the most part.

· Jim and Pam demonstrated their software (JETDSP, etc.) for assisting users in the production of TRANSP runs.

· System appears quite capable.

· Full shake-out requires persistent use by physicists.

· Some minor TRANSP operational problems involving Yuri’s runs were diagnosed and repaired.

· I experimented with accessing the Collaboratory TRANSP service from JET, but this is unfeasible at present due to JET’s restrictive firewall policy.

By far the most pressing problem facing the TRANSP group at JET is a lack of consistent use of the system by physicists.  Training courses have been attempted, but it is not feasible (nor presently will it be) for physicists to effectively make use of the code without a sustained and intensive commitment of effort, for which there may be insufficient motivation internally, and which up to now has not been forthcoming.  Therefore, most JET TRANSP results continue to be produced by R. Budny at PPPL, using PPPL’s in house TRANSP run production capability.

JET intends to remedy the situation by hiring a specialist whose sole occupation will be to carry out TRANSP analyses of JET shot data.  The hope is that this individual will be on site soon enough to have at least six months of overlap with Pam who is retiring next year.

TRANSP Operations at MAST (Culham).

People contacted:  Rob Akers and Carol Brickley (with Pam Stubberfield).

· MAST has hired Carol Brickley to work for at least one year on setting up MAST TRANSP analysis capability.

· MAST will initially use the JET production system for runs (the JET/Culham firewall would make use of the Collaboratory TRANSP service infeasible).

· TRANSP prerequisites were discussed:

· Namelist.

· Profile data (Ufiles).

· Plasma boundary (“scruncher”); “smoothness” requirement.

· Neutral beam data (“nblist”).

· MAST expects to benefit from NSTX experience, e.g. in favoring the use of Leonid Zakharov’s ESC code for time dependent MHD equilibrium calculations.

· The JET TRANSP group will assist MAST in making the necessary minor upgrades to data preparation software (“scruncher” and “nblist”).

· An ohmic-heated prototype MAST TRANSP run was completed.

Update of Atomic Physics Database for TRANSP and Other Applications.

People contacted:  Martin O’Mullane at JET, Hugh Summers, head of ADAS, at IPP/Garching.

This strikes me as a topic of major long term importance both for TRANSP and for the PPPL scientific program generally.

· The TRANSP atomic physics package (for beam deposition, charge exchange losses and core neutral transport) is based on ground state data from the ORNL Atomic Physics Data Center “Red Book” which dates from the 1980s.

· “Red Book” impurity stopping data covers Carbon and Oxygen only.

· The legacy package was enhanced in 1991 by adding a rough global “excited states” correction based on Janev/Boley/Post (Nucl. Fusion Vol. 29 No. 12, 1989).

· Europe’s ADAS project has produced a wealth of more recent data:

· Neutral beam stopping coefficients with excited-states correction available separately for H, He, and every fully stripped light impurity up to Z=10 (Neon), combinable for use in mixed composition target plasmas.  Thus Lithium data (as we might have used in TFTR TRANSP analyses on account of the Lithium Pellets) is available now.

· Coefficients for charge exchange and for impact ionization available separately, with excited-states corrections independently applied.

· Data takes into account significant experimental and theoretical work in atomic physics since the 1980s.

· Example of application: “Neutral Beam Stopping and Emission in Fusion Plasmas I: Deuterium Beams”, Plasma Phys. Control. Fusion 42 (2000) 781-806.

· An ADAS upgrade is under way for calculation and dissemination of quantitative uncertainties (“error bars”) in conjunction with rate coefficients provided.

ADAS appears to be Europe’s premier repository for atomic physics data of all types, addressing the needs of spectroscopy-based diagnostics and edge modeling, as well as beam deposition calculations.

I discussed with ADAS project head Hugh Summers various criticisms of ADAS that I have heard in the US:

· Only integrated rate coefficients, basic cross-sections are not available.  (Answer: no, the cross-sections can be accessed).

· ADAS is licensed software—customers have to purchase/maintain an ADAS software license, which is financing atomic physics research in Europe (Answer: no, ADAS is a consortium of data providers and data consumers; consortium members do negotiate contributions to pay for a programmer who organizes and develops the ADAS database software, but, there is no fixed “license fee” for members).

But at the same time Dr. Summers did emphasize some limitations:

· The data is subject to the still very substantial limits in our knowledge of cross sections for fundamental processes—hence the need for ongoing support of fundamental atomic physics research, and,

· The ADAS database is a vast, complicated entity, way too much for the average researcher to have much success as a “casual user”, so, 

· Generally, sites need to join the consortium, and designate a scientist to serve as the site expert, a full time job.  This, more than the shared financing of software support, represents the major commitment of consortium members.

· The site atomic physics expert (e.g. Martin O’Mullane at JET) does not simply receive data, but also works with scientists on applications to determine priorities for improving the data, which information is provided back to the data providers doing the fundamental atomic physics research.

In the US, U. Wisconsin and the ORNL Atomic Physics Data Center are members, although ORNL is said to be on the verge of dropping out, due to financial considerations and the lack of a local experimental program.  Hugh Summers indicated that he would much prefer to see PPPL as a direct consortium member rather than trying to work through ORNL—because PPPL is where experiments using spectroscopy are actually taking place.  He indicated that the ideal way of proceeding would be for PPPL to hire an atomic physics postdoc who would serve as ADAS expert and work with spectroscopists on NSTX, NCSX or other PPPL experiments, as well as with code developers on scientific software projects such as TRANSP or DEGAS-2.

Whether PPPL chooses to take this direction or not, it does strike me as rather important that we as an institution ask ourselves how we intend to keep up with worldwide atomic physics developments.  (I have not had a chance to discuss this much with PPPL experimentalists, but I hope this section of the trip report might serve as a starting point for such discussion).

By the way, this sequence of discussions arose because, while at JET, I wrote a small 0d program for exploring the effects of changes in atomic physics data on beam stopping.  I then sought ADAS data to compare to the TRANSP ground state model, and was directed to Martin O’Mullane at JET.  Martin wasn’t sure how best to get that data into my 0d program, and suggested that I meet with project head Hugh Summers who by coincidence was at IPP/Garching where I went the following week.  At Garching I did not have time to program ADAS into my 0d program, but Hugh Summers showed me similar calculations generated from ADAS’ IDL data access tool:  beam stopping rate coefficients as functions of beam energy or of target density in a mixed H / multi-impurity target plasma, the variation with density being attributable to excited states / multi-step ionization effects.

Accessibility of SciDAC Fusion Collaboratory TRANSP Service from Europe.

At both JET and IPP/Garching, I attached a laptop with TRANSP client software to the local network, so that I could experiment with accessing the PPPL TRANSP service via the Globus Grid.  This involved:

· Using “grid-proxy-init” to establish my grid identity

· Using MDSplus to write TRANSP input data and namelist to a PPPL data server.

· Using “globus-job-run” to queue a TRANSP run to a PPPL compute server, based on the above data.

Steps one and two caused no problems.  I was never able to complete step three at JET, because of firewall issues:  (a) some outgoing ports were blocked; (b) most incoming ports were blocked; (c) the JET firewall uses NAT (network address translation) so that the name and address of nodes looks different from inside than from outside their local network.  The JET firewall administrators were able to work with us on issues (a) and (c) but on issue (b) they insisted on their policy that we authenticate through the firewall each time using a “SecureID” card with a temporary numeric password to be typed by a human being, and it was unclear how an automated job server could ever do that.

At IPP/Garching, issues (a) and (c) did not apply.  Issue (b) did apply.  The firewall administrators complained that our software required these ports to be opened but they were willing to do it, temporarily, at which point I was able to complete step three and successfully launch a TRANSP run.

It struck me that if I were traveling with a laptop from hotel to hotel, and trying to use this service, I would never succeed, because I would not be able to get administrators to modify the local firewalls each time.  The failure comes when “globus-job-run” wants a new port to open “stdout” (standard output) for messages.  I believe “globus-job-run” should be modified to allow “stdout” to be routed to a web-server, or in any case use some other method that does not tax local firewalls.

In these experiments I worked with Unix systems engineers Lew Randerson at PPPL, Oliver Hemming at JET, and Karl Behler at IPP/Garching.

Provision of TRANSP Services to Asdex-Upgrade.

People contacted:  Drs. Otto Gruber (Asdex-Upgrade project leader), Peter Martin (who will operate the TRANSP service at Asdex-Upgrade), Albrecht Staebler (who provided Asdex-Upgrade neutral beam geometry data), and Joerg Stober (who explained several aspects of the Asdex-Upgrade ASTRA analysis data).

In addition to the successful test of the feasibility of remote submission of TRANSP jobs (cf. prior section), we worked on the TRANSP “client” tasks of preparing the necessary input data.  In a preliminary meeting with Dr. Gruber, context was set:

· Asdex-U uses the ASTRA transport code for day-to-day shot data analysis.  This is expected to continue.  The plan is to use TRANSP as a tool for benchmarking ASTRA results for a few shots of special interest.

· Asdex-U does not want to maintain a local copy of TRANSP and would like to use the SciDAC Fusion Collaboratory TRANSP service to produce their runs.

· “Client” tasks were identified:

· Prepare a “template” Asdex-U TRANSP namelist.

· Prepare TRANSP-compatible plasma boundary data based on ASTRA information (update “scruncher”).

· Encode Asdex-U neutral beam geometry data in the neutral beam data and namelist preparation tool (update “nblist”).

· Create a complete set of scalar and profile “Ufiles” based on the ASTRA analysis.

It was not possible to complete all of these tasks.  In particular, an IDL-based tool for extraction of “Ufiles” from ASTRA results was found to be temporarily unusable due to a software problem.  However, Asdex-U specific upgrades to “scruncher” and “nblist” were completed.  A template namelist was started, but the critical issue here is testing, which will not be feasible until a complete “Ufile” dataset is available.

A follow-up visit to Asdex-U is proposed for PPPL TRANSP expert Tina Ludescher.  She will be able to help with any of the client issues, as well as any residual issues in terms of the use of the TRANSP service (e.g. method of receiving TRANSP output data, for which the client has several options).

Upgrade of ICRF modeling in TRANSP: TORIC/FPPMOD Collaboration.

People contacted:  Marco Brambilla, Roberto Bilato, Fernando Meo – ICRF physicists.

This visit aimed to further development of a code development collaboration which will lead to an improved version of the TORIC full wave solver being available in TRANSP and the (Inter)National Transport Code Collaboration (NTCC) project.  Also envisioned is an improved coupling of TORIC to TRANSP’s ion Fokker Planck code, FPPMOD.  This visit to IPP/Garching is a follow-up of a visit by Marco Brambilla and Fernando Meo to PPPL in May 2001.

At the May 2001 meeting (and at earlier meetings at JET), it was agreed to pursue an upgrade to TORIC to allow it to use full updown asymmetric numerical MHD equilibria, rather than the simplified analytic geometry used heretofore.  This would enable TORIC to be applied to JET and other updown asymmetric tokamak configurations frequently found in TRANSP data analysis work and elsewhere.

Since the May 2001 meeting, Drs Brambilla and Meo largely implemented these changes, using the NTCC modules library software (http://w3.pppl.gov/NTCC, e.g. “xplasma”) to enable acquisition of test equilibria from such sources as DIII-D using EFIT data.

Over the same period, I upgraded FPPMOD: removing its dependence on legacy TRANSP COMMON blocks, converting to fortran-90 dynamic memory allocation, and instrumenting the code with particle, energy, and momentum balance profile diagnostics.

During this visit to IPP/Garching, a standalone test program, “xfpprf”, which combines FPPMOD and an old version of TORIC, and which can take TRANSP analysis results as input, was demonstrated.  At the same time, a TRANSP cvs repository connection was set up for Dr. Fernando Meo, giving him read-write access to the TRANSP source code for purposes of ongoing code development collaboration, and a copy of “xfpprf” was built on Dr. Meo’s SUN workstation.  If there are problems with the software, PPPL’s Tina Ludescher will be able to lend assistance (as she has done already in connection with support for the NTCC software distributions).

I gave Drs. Bilato, Brambilla and Meo a tour of the FPPMOD ion Fokker Planck code.

Although many issues remain to be worked out, a general plan for future collaboration emerged.  It is clear that a paramount issue is the coupling of TORIC to FPPMOD, the “quasi-linear operator”.  This is a theory project but with reasonably clear antecedents.  It appears that a much improved, more self-consistent coupling is possible compared to the 1980s methods currently implemented in FPPMOD.  However, some “renormalization” or “adjustment” is bound to be required even after the upgrade, since the form of the fast ion distribution seen by the wave code is likely to continue to be considerably simplified compared to the explicit numerical representation available to the Fokker Planck code.  The methods used may be sensitive to the basic scenario, i.e. 1st harmonic minority heating vs. 2nd harmonic majority heating vs. RF resonant beam injected ions.

A rough outline of the future direction of the collaboration—the roles of participants—is given below.  This plan is still being discussed.

· Marco Brambilla (IPP/Garching) – development of underlying theory and numerical approach of TORIC; supervision of theoretical aspects of TORIC/FPPMOD collaboration.

· Doug McCune (PPPL) – continuing development of FPPMOD capabilities and interface of FPPMOD to transport codes (e.g. TRANSP); supervision of computational/software aspects of the TORIC/FPPMOD collaboration.

· Roberto Bilato (IPP/Garching) – development of quasilinear diffusion operator for coupling of TORIC results self-consistently into FPPMOD.

· Fernando Meo (IPP/Garching) – development of TORIC/FPPMOD standalone operational capability (“xfpprf”) with validation of new versions of the software against ICRF experimental data from multiple sources.

· Tina Ludescher (PPPL) – software engineering support for the project, including integration of TORIC/FPPMOD into the NTCC distribution, which will allow the package to be integrated into any transport code.

