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OpenACC Directives  
  

Program myscience 

   ... serial code ... 

!$acc kernels 

   do k = 1,n1 

      do i = 1,n2 

          ... parallel code ... 

      enddo 

    enddo 

!$acc end kernels  

  ... 

End Program myscience 

CPU GPU 

Your original  

Fortran or C code  

Simple Compiler hints 

Compiler Parallelizes code 

Works on many-core GPUs & 

multicore CPUs 

OpenACC 

Compiler 

Hint  



Familiar to OpenMP Programmers  

main() { 

  double pi = 0.0; long i; 

 

   

  #pragma omp parallel for reduction(+:pi) 

  for (i=0; i<N; i++) 

  { 

    double t = (double)((i+0.05)/N); 

    pi += 4.0/(1.0+t*t); 

  } 

 

  printf(ñpi = %f\nò, pi/N); 

} 

CPU 

OpenMP 

main() { 

  double pi = 0.0; long i; 

 

  #pragma acc kernels 

  for (i=0; i<N; i++) 

  { 

    double t = (double)((i+0.05)/N); 

    pi += 4.0/(1.0+t*t); 

  } 

 

printf(ñpi = %f\nò, pi/N); 

} 

CPU GPU 

OpenACC 



OpenACC  
Open Programming Standard for Parallel Computing 

άhǇŜƴ!// ǿƛƭƭ ŜƴŀōƭŜ ǇǊƻƎǊŀƳƳŜǊǎ ǘƻ Ŝŀǎƛƭȅ ŘŜǾŜƭƻǇ ǇƻǊǘŀōƭŜ ŀǇǇƭƛŎŀǘƛƻƴǎ ǘƘŀǘ ƳŀȄƛƳƛȊŜ 
the performance and power efficiency benefits of the hybrid CPU/GPU architecture of 
¢ƛǘŀƴΦέ 

--Buddy Bland, Titan Project Director, Oak Ridge National Lab 

άhǇŜƴ!// ƛǎ ŀ ǘŜŎƘƴƛŎŀƭƭȅ ƛƳǇǊŜǎǎƛǾŜ ƛƴƛǘƛŀǘƛǾŜ ōǊƻǳƎƘǘ ǘƻƎŜǘƘŜǊ ōȅ ƳŜƳōŜǊǎ ƻŦ ǘƘŜ 
OpenMP Working Group on Accelerators, as well as many others. We look forward to 
releasing a version of this proposal in the next release of OpenMPΦέ 

--Michael Wong, CEO OpenMP Directives Board 

OpenACC Standard 



Easy:  Directives are the easy path to accelerate compute 

  intensive applications  

 

Open:  OpenACC is an open GPU directives standard, making GPU  

  programming straightforward and portable  across parallel  

                and multi -core processors 

 

Powerful:   GPU Directives allow complete access to the massive  

  parallel power of a GPU 

 

OpenACC  

The Standard for GPU Directives  



High-level, with low -level access 

Compiler directives to specify parallel regions in C, C++, Fortran  

OpenACC compilers offload parallel regions from host to accelerator  

Portable across OSes, host CPUs, accelerators, and compilers  

Create high -level heterogeneous programs  

Without explicit accelerator initialization,  

Without explicit data or program transfers between host and accelerator  

Programming model allows programmers to start simple  

Enhance with additional guidance for compiler on loop mappings, data 

location, and other performance details  

Compatible with other GPU languages and libraries  

Interoperate between CUDA C/Fortran and GPU libraries  

e.g. CUFFT, CUBLAS, CUSPARSE, etc. 



Directives: Easy & Powerful  

Real-Time Object 
Detection  

Global Manufacturer of Navigation 
Systems 

Valuation of Stock Portfolios 
using Monte Carlo  

Global Technology Consulting Company 

Interaction of Solvents and 
Biomolecules 

University of Texas at San Antonio 

Optimizing code with directives is quite easy, especially compared to CPU threads or writing CUDA kernels. The 
most important thing is avoiding restructuring of existing code for production applications. ó 

-- Developer at the Global Manufacturer of Navigation Systems  

ò 
5x  in 40 Hours  2x  in 4 Hours  5x  in 8 Hours  



Small Effort.  Real Impact.  

Large Oil Company 

 

3x in 7 days 

 

Solving billions of 

equations iteratively for oil 

production at worldôs 

largest petroleum 

reservoirs 

Univ. of Houston 

Prof. M.A. Kayali 

20x in 2 days 

 

Studying magnetic 

systems for innovations in 

magnetic storage media 

and memory, field sensors, 

and biomagnetism 

Ufa State Aviation 

Prof. Arthur Yuldashev 

7x in 4 Weeks 

 

Generating stochastic 

geological models of 

oilfield reservoirs with 

borehole data 

Uni. Of Melbourne 

Prof. Kerry Black 

65x in 2 days 

 

Better understand complex 

reasons by lifecycles of 

snapper fish in Port Phillip 

Bay 

GAMESS-UK 

Dr. Wilkinson, Prof. Naidoo 

10x 

 

Used for various fields 

such as investigating 

biofuel production and 

molecular sensors.  

* Achieved using the PGI Accelerator Compiler 


