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ABSTRACT

This paper discusses the use of radio frequency (RF) current drive to stabilize large islands, focusing on nonlinear effects that appear when
relatively high powers are used to stabilize large islands. We are interested in developing a capability to stabilize large islands via RF driven
currents to avoid the need for mitigation to the extent possible. As tokamaks are designed and built with increasing levels of stored energy in
the plasma, disruptions become increasingly dangerous. It has been reported that 95% of the disruptions in the Joint European Torus
tokamak with the ITER-like wall are preceded by the growth of large locked islands. These large islands are mostly produced by off-normal
events other than neoclassical tearing modes. This paper presents theory and modeling for a nonlinear “RF current condensation” effect that
can concentrate the RF driven current near the center of a large island, thereby increasing the efficiency of the stabilization. A nonlinear
shadowing effect can hinder the stabilization of islands if the aiming of the ray trajectories does not properly consider the nonlinear effects.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0042479

I. INTRODUCTION

As tokamaks are designed and built with increasing levels of
stored energy in the plasma, disruptions become increasingly danger-
ous. The ITER research plan says that “Operation of ITER will have to
strongly focus on avoiding disruptions with a high success rate and on
mitigating those in which avoidance techniques fail.”1 Disruption
avoidance will also be of critical importance for fusion reactors. This
paper presents theory and modeling addressing the use of RF (radio
frequency) driven currents to suppress magnetic islands and thereby
avoid disruptions. As will be discussed, tokamak disruption data sug-
gest that this could have a significant impact on tokamak disruptivity.

RF island stabilization studies for ITER have largely focused on
the stabilization of small islands produced by NTMs using as little
power as possible. (See, e.g., Ref. 2 and references therein.) To mini-
mize the number of disruptions, however, it will be desirable to
develop a capability to also handle larger islands both for ITER and for
reactors. This is likely to be particularly important for the stabilization
of islands produced by off-normal events other than NTMs, which
represent the great majority of the islands that precede disruptions.3

As will be discussed in Sec. II, the classical resistive tearing drive tends
to be more important for such islands, and that drive peaks at smaller
island widths, suggesting that a capability to stabilize larger islands
may be particularly important for such instabilities. Disruption data
suggest that islands widths become large, in the range of 30% of the
minor radius, before the island triggers a disruption.4 Theoretical cal-
culations find that important nonlinear effects not included in conven-
tional models can come into play for large islands.5 An “RF current
condensation” effect can concentrate RF driven current near the center
of an island and can be used to facilitate stabilization. A nonlinear
shadowing effect can hinder the stabilization of islands if the aiming of
the ray trajectories does not properly consider nonlinear effects. Those
nonlinear effects will be the main topic of this paper.

There is presently an intensive research effort aimed at develop-
ing a disruption mitigation capability for ITER.6 The disruption miti-
gation system being developed will inject shattered pellets into the
plasma to radiate away the plasma energy over a short period of time
when a disruption is believed to be imminent. This will avoid cata-
strophic damage to the device, but the intense radiation associated
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with each such mitigated disruption will cause some damage to the first
wall, and ITER will be able to tolerate a limited number of such miti-
gated disruptions to keep the cumulative damage to the first wall at an
acceptable level.7 For each disruption, there will also be some risk that
mitigation is not successful.7 These considerations motivate the desire to
avoid the need for mitigation to the extent possible in ITER. It will simi-
larly be desirable to minimize the need for mitigation in fusion reactors.

It is recognized that a reliable defense against disruptions in
ITER will require a multi-layer approach.8,9 Figure 1 shows an envi-
sioned set of defensive layers, with disruption mitigation as a last
resort. There are two layers in Fig. 1 that are of relevance with regard
to the use of RF stabilization of magnetic islands for disruption avoid-
ance. The routine stabilization of small islands produced by neoclassi-
cal tearing modes (NTMs) in ITER using electron cyclotron current
drive (ECCD) can be considered to be part of the active stability con-
trol layer. In this paper, we are going to be interested in the next higher
layer. We will be interested in the use of RF current drive to stabilize
large islands produced by off-normal events. With the significant
amount of EC power being installed in ITER, interest in RF stabiliza-
tion of islands will focus primarily on ECCD in the near term, but sta-
bilization by lower hybrid current drive (LHCD) will also be of
potential interest over the longer term.

It has been reported that 95% of the disruptions in the Joint
European Torus (JET) tokamak with the ITER-like wall are preceded
by the growth of large locked islands.10 These large islands are mostly
produced by off-normal events other than neoclassical tearing modes.3

A statistical analysis of 250 disruptions on JET found a distinct locked
mode amplitude at which the plasma disrupted, and further analysis
of the data concluded that that locked mode amplitude corresponded
to an island width of about 30% of the minor radius.4 These observa-
tions suggest that islands produced by off-normal events play a key
role in triggering the disruptions, and that it will be desirable to sup-
press those islands. The role of islands in triggering such disruptions
will be discussed further in Sec. IIA. The results also suggest that there
will be time to stabilize the islands via RF current drive. The timescale
issue will be discussed further in Sec. II B.

Theoretical calculations in the early 1980s showed the feasibility
of using RF current drive to stabilize magnetic islands.11,12 It has been
extensively demonstrated that RF driven currents can be used to stabi-
lize rotating islands.13–20 More recently, it has also been demonstrated

that locked islands can be stabilized by RF driven currents if the error
field compensation coils are used to control the phase at which the
island locks.21 This can be accomplished by slightly overcompensating
for the ambient field error.

ECCD island stabilization studies for ITER have largely focused on
the stabilization of small islands produced by NTMs using as little power
as possible to minimize the impact on the fusion gain, Q. (See Ref. 2 and
references therein.) When large islands appear and cause significant
deterioration of confinement and threaten to trigger disruptions in ITER
(or in tokamak reactors), it will be desirable to use the full amount of
available RF power to stabilize them if necessary. When relatively large
amounts of power are used to stabilize large islands, nonlinear effects
appear, and they will be the primary subject of this paper.

Section II of the paper will discuss an important example of an
off-normal event that triggers a subsequent chain of events that culmi-
nate in the production of a large magnetic island that is the direct trig-
ger of a disruption. That off-normal event, impurity accumulation and
associated radiation in the core of the plasma, has been found to be a
far more common cause of disruptions in JET with an ITER-like wall
than NTMs.3 The question of the timescale required for the stabiliza-
tion of the associated island will also be discussed in Sec. II. Section III
will discuss the RF current condensation effect and its implications for
the stabilization of large magnetic islands. One facet of the condensa-
tion effect is the appearance of a bifurcation in the solution of the non-
linear steady state thermal diffusion equation in the magnetic island.
Section IV will discuss the saturation of the temperature when the
power deposition exceeds the bifurcation threshold. A hysteresis effect
associated with the bifurcation will be discussed. A picture of the
nonlinear shadowing effect will also emerge from this discussion.
Section V will discuss the implications of RF current condensation for
the stabilization of magnetic islands using lower hybrid current drive
(LHCD). Although LHCD is generally associated with relatively broad
deposition profiles, the condensation effect can localize the deposition,
leading to a re-evaluation of its potential for island stabilization.
Section VI will describe a new capability being developed for higher
fidelity simulation of the nonlinear effects. It will also describe recent
calculations for ITER using the new simulation capability. Finally,
Sec. VII will present some conclusions.

II. THE TARGET: ISLANDS PRODUCED BY OFF-NORMAL
EVENTS THAT TRIGGER DISRUPTIONS
A. Disruptions triggered by impurity accumulation in
the plasma core

As an important example of how an off-normal event leads to
the production of a large island that directly triggers a disruption, we
consider the typical sequence of events in a JET disruption initially
triggered by impurity accumulation and associated radiation in the
core of the plasma. An analysis of JET shots that were run during 2011
and 2012 found that about 4.6% of the shots during this period dis-
rupted because of such an event.3 This was by far the major cause of
disruptions in this period, causing about 15% of all the H-mode shots
to disrupt. By comparison with this 4.6%, about 0.5% of the shots dur-
ing this period disrupted because of neoclassical tearing modes.

Figure 2 displays a set of time traces, showing a typical sequence
of events in a disruption in JET triggered by an accumulation of impu-
rities and associated radiation in the core of the plasma. At about
10.5 s, there is a rapid increase in the radiation in the plasma core that

FIG. 1. Envisioned multiple layers of defense against disruptions in ITER.
Reproduced from “On transients in tokamak plasmas,” https://science.osti.gov.8
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cools the center of the plasma and leads to a hollow temperature pro-
file. The hollow temperature profile increases the resistivity in the
plasma core and leads to a broadening of the current profile, as indi-
cated by the decreasing li. A tearing mode appears at 12.8 s, which is
believed to be driven unstable by the modification of the current pro-
file. An island grows and quickly locks. The locked island grows, in
this case, for about 360 ms before it triggers a thermal quench at 13.16
s, but not a disruption. The locked island continues to grow for about
another second before it triggers a disruption.

Despite the fact that the initial trigger for the sequence of events
shown in Fig. 2 was an accumulation of impurities in the core of the
plasma and the associated radiation, the direct trigger for the disruption
was the growth of a magnetic island. This raises the question whether we
can use ECCD to stabilize such an island and either buy enough time for
the plasma to recover, or at least buy enough time for a quiescent shut-
down of the plasma. The onset of the tearing instability following a sig-
nificant broadening of the current profile suggests that it is driven
initially by the classical resistive instability drive associated with such a
current profile. Once the island begins to grow, it can be expected that
there is also a destabilizing contribution from the neoclassical bootstrap
effect. The classical resistive drive tends to peak at zero island width and
to decrease approximately linearly as the width increases.22 The stronger
peak at small island widths suggests that a capability to stabilize larger
islands may be particularly important for such instabilities.

In a case such as that shown in Fig. 2, stabilization via RF current
drive, if it is to be successful, may need to be accomplished before the

onset of the first thermal quench because the temperature afterwards
may be too low for efficient absorption of the RF power. That raises an
issue of time scales. More generally, looking at this sequence of events,
we can ask the following question: What tools do we have that can
intervene on the needed timescale? The issue of time scales is discussed
in Sec. II B.

B. Time scales

Figure 3 shows a disruption in JET triggered by a born locked
mode. The locked mode begins to grow at about 26.8 s. It grows for
about 500 ms and then triggers a disruption. About 160 ms before the
disruption, the locked mode amplitude becomes sufficiently large to
trigger a shutdown of the plasma. Although the plasma is being shut
down for the last 160ms, there is no discernible effect on the growth
of the island.

Islands, rotating or locked, grow on a timescale sR=ðD0aÞ; where
a is the minor radius, sR is the global resistive timescale, and D0 is the
conventional resistive instability index. The resistive timescale will be
much longer in ITER than it is in JET because of the higher tempera-
ture. However, the ramp-down itself occurs on a resistive timescale,
and the ramp-down itself can trigger a disruption if it is done too rap-
idly. In contrast, RF current drive establishes a stabilizing electric field
on an electron-ion collision timescale.11 That again raises the question
whether we can use RF current drive to stabilize the large islands pro-
duced by off-normal events to either buy time to recover normal oper-
ation or to at least have a safe shutdown. When large islands are
produced by off-normal events in ITER, degrading performance and
threatening to cause a disruption, it will be desirable to use all of the
available ECCD power, if necessary, to stabilize the island. When these
relatively large amounts of ECCD power are used for the purpose of
stabilizing large islands, nonlinear effects may come into play.5 There
is an “RF condensation” effect that can concentrate the driven current
near the island center, improving the efficiency of RF current drive sta-
bilization of islands and allowing the stabilization of larger islands
than would otherwise be possible. Alternatively, there can also be a
“nonlinear shadowing” effect that can prevent the RF current from
being driven near the island center if the aiming of the ray trajectories
does not properly consider the nonlinearity. These nonlinear effects
will be the subject of the remainder of this paper.

FIG. 2. Set of time traces showing the typical sequence of events in a disruption
triggered by impurity accumulation and associated radiation in the core of the
plasma. (a) The plasma current. (b) The total input and NBI (neutral beam injection)
power only compared to the total radiative power. (c) The core temperature and
that at a normalized radius of q ¼ 0:7 as measured by electron cyclotron emission
(ECE) spectroscopy and HRTS (high resolution Thomson scattering). The (first)
thermal quench is marked by an arrow. (d) The volume averaged and central den-
sity as measured by HRTS. (e) The amplitudes of n¼ 1 and n¼ 2, and the locked
mode amplitude (mT). (f) The internal inductance. Reproduced with permission
from Phys. Plasmas 21, 056101 (2014). Copyright 2004 AIP Publishing LLC.

FIG. 3. Time traces showing a disruption triggered by a born locked mode in JET.
Top: The measured locked mode amplitude. Bottom: The temperature at 3 radial
locations in the plasma, r/a¼ 0, r/a¼ 0.3, and r/a¼ 0.6, measured by the fast ECE
diagnostic. Reproduced with permission from de Vries et al., Nucl. Fusion 56,
026007 (2016). Copyright 2016 EURATOM.
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III. NONLINEAR BEHAVIOR OF RF DRIVEN CURRENT IN
MAGNETIC ISLANDS
A. The RF current condensation effect

The nonlinear effects on RF driven currents in magnetic islands
that will be discussed in this paper arise from the sensitivity of the
RF-driven current and the RF power deposition to the temperature
perturbation in the island. The conventional picture of RF current sta-
bilization of magnetic islands, which is valid at low power, assumes
that the local power deposition and electron acceleration are not
affected by the presence of the island. This is shown in Fig. 4, which
illustrates the conventional picture of RF current drive stabilization of
a rotating island. As illustrated in Fig. 4(a), the local power deposition
is not affected by the presence of the island. The local electron acceler-
ation is proportional to the local power deposition and is also not
affected by the presence of the island. The accelerated electrons move
rapidly along the field lines, averaging the electron acceleration over
the flux surface, so that the RF driven current is a function of the flux
surface. When the peak of the deposition profile is aligned with the O-
point and the profile decreases radially as a function of distance from
the center of the island, the averaging over the flux surfaces gives a
higher local current density near the center of the island than near the
periphery. This then produces a stabilizing resonant component of the
magnetic field. It is this geometric effect that gives the stabilization of
rotating islands by RF driven currents in the conventional picture.

The conventional model does not consider the sensitivity of the
RF power deposition and the RF electron acceleration to the local tem-
perature, which can become important for high RF powers and large
island widths. This is illustrated in Fig. 5. (As will be discussed in

Sec. III C, conventional models do take into account the effect of the
temperature perturbation on the Spitzer resistivity, but that is different
from the effect on the RF driven current discussed here. The relation
between the two effects will be discussed in that section.) The RF
power deposition in the island heats the island, with the temperature
peak at the island O-point. The increased temperature in the island
causes the RF power deposition to increase, which further increases
the temperature in the island. There is a nonlinear feedback effect, giv-
ing rise to a nonlinearly enhanced temperature in the island. The local
RF electron acceleration in the island is itself sensitive to the local tem-
perature, increasing as the temperature in the island is increased. The
combination of these two effects gives rise to the RF current condensa-
tion effect, which can concentrate the driven current near the center of
the island. That increases the magnitude of the stabilizing resonant
component of the field produced by the RF driven current. This can
facilitate the stabilization of the island by the RF driven currents,
allowing the stabilization of larger islands than would otherwise be
possible.

B. Sensitivity to temperature perturbation in the island

Electron cyclotron current drive (ECCD)23,24 and lower hybrid
current drive (LHCD)25,26 are sensitive to the temperature because
they deposit their energy on the electron tail. The further out on the
tail, the more efficient is the current drive. Two-dimensional Fokker-
Planck simulations for nonrelativistic resonant electrons have found
that the number of such electrons is essentially determined by the low-
est resonant phase velocity in the wave spectrum, both for the case of
LHCD27 and for the case of ECCD.24 Denoting this lowest resonant
phase velocity by Vp; the number of resonant electrons in these cases
is determined by the Maxwell distribution function and is therefore
proportional to exp �V2

p=V
2
T

� �
¼ exp �w2ð Þ; where VT is the ther-

mal velocity of the electrons and we have defined w � Vp=VT . (This is
the conventional notation used in the theory of RF driven currents.
We will denote island widths by Wi:) Writing the temperature as a
sum of an unperturbed piece plus a perturbation, T ¼ T0 þ ~T ; the
number of resonant electrons is then proportional to

nres / exp �w2ð Þ ¼ exp �w2
0

� �
exp w2

0
~T=T

� �
; (1)

where w0 is the unperturbed value of w.

FIG. 4. Figure illustrating the conventional picture of the RF current drive stabiliza-
tion of a rotating island. (a) The horizontal lines correspond to contours of the local
power deposition, which is unaffected by the presence of the island. (b) Contours of
the magnitude of the RF driven current, after taking into account the averaging over
flux surfaces.

FIG. 5. Figure illustrating the RF current condensation effect, which arises from the
sensitivity of the RF power deposition and electron acceleration to the local
temperature.
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The situation for ECCD is complicated by relativistic effects.28

For this more general case, numerical calculations find that, if we
define weff such that the power deposition is proportional to

exp �w2
eff

� �
, then it remains the case that w2

eff / 1=T for a broad

range of parameters of interest, so that we can write Tw2
eff � T0w2

0;

where w0 is now the unperturbed value of weff ; w0 ¼ weff ðT ¼ T0Þ.29
It follows that

exp �w2
eff

� �
� exp �w2

0

� �
exp w2

0
~T=T

� �
: (2)

Numerical calculations of the sensitivity of the RF power deposition to
temperature will be discussed for electron cyclotron waves in Sec. VI
and for lower hybrid waves in Sec. VA. Typically, w2

0 is greater than or
approximately equal to 4 for ECCD and is larger for LHCD. We get a
significant nonlinear effect on the power deposition and driven current
when ~T=T0 � 0:5=w2

0; which is an experimentally relevant regime.
There are two pieces to the nonlinear effect. There is a nonlinear
increase in the power deposition, which feeds back on itself to give a
nonlinearly enhanced temperature perturbation, and there is a nonlin-
ear increase in the driven current. We will consider each of these in
turn, turning first to a consideration of the nonlinear effect on the
driven current.

C. Effect of the temperature perturbation in the island
on the current density

The temperature perturbation in the island affects both the
Ohmic and the RF-driven currents in the island. The stabilization of
magnetic islands through the effect of the heating of the islands on the
Ohmic current profile has been extensively studied,30–34 and it is
believed to have provided a significant stabilizing effect in a number of
experiments. The temperature perturbation modifies the Spitzer resis-
tivity, giving a fractional change in the Ohmic current density
DJSp=JSp ¼ DrSp=rSp � ð3=2Þ~T=T0 for ~T � T0; where JSp is the
Ohmic current and rSp is the Spitzer conductivity. This increases the
relative Ohmic current density near the island O-point, producing a
stabilizing resonant component of the field.

By comparison with the change in the Ohmic current density,
the change in the RF driven current density is given by DJRF=JRF
� exp ðw2

0
~T=T0Þ � 1 > w2

0
~T=T0: Even when the fractional change in

the temperature perturbation is quite small and we are in the linear
regime, the coefficient in front of the fractional temperature perturba-
tion is much larger for RF-driven currents than it is for Ohmic cur-
rents. When we enter the nonlinear regime, the fractional change in
the RF driven current is an exponential function of the temperature
perturbation as long as ~T � T0. When the bootstrap current density
becomes comparable to the Ohmic current density, the RF driven cur-
rent density required to stabilize the island becomes comparable to the
Ohmic current density, and the effect of the temperature perturbation
on the RF-driven current density becomes much more important than
the effect on the Ohmic current density.

The effect of the temperature perturbation on the RF driven cur-
rent, and on the stabilization of the island, has been recognized for
some time,11 although the implications for the stabilization of islands
appear not to have been further studied since the early 1980s. More
recently, it has been recognized that the effect of the temperature per-
turbation on the power deposition also becomes important in this

context and that the combination of the two can lead to the RF current
condensation effect.5 We turn next to a discussion of the nonlinear
enhancement of the temperature perturbation in the island that arises
from the sensitivity of the power deposition to the temperature
perturbation.

D. Nonlinear enhancement of the temperature
perturbation in the island

The rate of growth of the island is generally slow relative to the
transport timescale in the island, so we can consider the steady-state
thermal diffusion equation

r � nj � rTð Þ ¼ �P; (3)

where n is the density, j is the thermal diffusivity tensor, and P is the
local power deposition. The component of the thermal diffusivity par-
allel to the magnetic field is large relative to that perpendicular to the
magnetic field, and we assume that the temperature is constant on the
flux surfaces both outside and inside the island. (We assume that
the island is not sufficiently small to violate this assumption.35) For
each flux surface that encircles the magnetic axis, we can integrate Eq.
(3) over the volume enclosed by the flux surface to find that the tem-
perature gradient on the flux surface is determined by the total power
deposited between that flux surface and the magnetic axis, and by the
local thermal diffusivity. It is convenient to consider the case where
the RF power is initially deposited on flux surfaces between the island
and the magnetic axis, and is subsequently redirected to the island
interior. In that case, the temperature on the island separatrix is unper-
turbed. The temperature in the island is initially flat and is perturbed
when the RF power is redirected there.

To calculate the temperature perturbation in the island, we solve
a nonlinear thermal diffusion equation there. To obtain a diffusion
equation in magnetic island geometry, we employ a conventional
cylindrical model for the magnetic field

B ¼ rw� ẑ � ðkr=mÞBz ĥ þ Bzẑ ; (4)

where we can expand w about the rational surface as

w ¼ w000 r � rsð Þ2=2� � cos ðmfÞ; (5)

f ¼ h� kz=m; and � is a constant (the “constant-psi approx-
imation”). We define

q2 ¼ w=2�þ 1=2; (6)

and we transform our angular coordinate to g ¼ arcsin½sin ðf=2Þ=q�:
The temperature is a function only of q; T ¼ TðqÞ: Defining an
operator

hf i qð Þ �
ðp=2

�p=2
Jf q; gð Þdg;

where J ¼ ðrq � rg�r/Þ�1; we can write

d
dq

nj?hjrqj2i d
dq

T qð Þ
� �

¼ 1
2p

PRF qð Þ
dV
dq

;

as our diffusion equation, where VðqÞ is the volume inside the corre-
sponding flux surface and j? is the cross field thermal diffusivity.
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When ~T=T0 is small but w2
0
~T=T0 is not small, the dependence of

the RF power deposition, PRF ; on ~T comes in entirely through the expo-
nential dependence discussed in Sec. III B ; PRF ¼ PRF0 exp ðw2

0
~T=T0Þ;

where PRF0 is the power deposition in the absence of the temperature
perturbation. Taking n and j? to be constant in the island, we define a
normalized fractional temperature perturbation u � w2

0
~T=T0; and a

normalized power P0 �W2
i w

2
0PRF0=ð4nj?T0Þ; where Wi is the island

width. After some algebra, and after discarding a term small in Wi=R;
where R is the major radius, the diffusion equation takes the form

d
dq

1
q

EðqÞ � 1� q2
� �

KðqÞ
� 	 d

dq
u qð Þ

� �
¼ P0qKðqÞ exp u; (7)

where KðkÞ �
Ð p=2
0 ð1� k2 sin2vÞ�1=2dv is the complete elliptic inte-

gral of the first kind, and EðkÞ �
Ð p=2
0 ð1� k2 sin2vÞ1=2dv is the com-

plete elliptic integral of the second kind. We solve the equation with
the boundary conditions u ¼ 0 at the separatrix and du=dq ¼ 0 at the
O-point. (The boundary condition at the separatrix has been discussed
above.) Equation (7) can be roughly approximated by using a slab
model of the island interior, which gives a simplified equation that can
be solved analytically when P0 is a constant

d2u=dr2 ¼ �P0 exp ðuÞ: (8)

We solve Eqs. (7) and (8) with P0 taken to be a constant in the island.
Figure 6 shows the solutions for the normalized temperature perturba-
tion at the O-point, uð0Þ; as a function of P0 for Eq. (7), for Eq. (8),
and for a linearized version of Eq. (7) where the eu factor has been
neglected. It can be seen in Fig. 6 that the solutions to the nonlinear
equations display a bifurcation, with the bifurcation threshold in mag-
netic island geometry corresponding approximately to P0 ¼ 1:02.

We can understand the bifurcated solution to the steady state dif-
fusion equation if we consider the behavior of the solutions to the
time-dependent diffusion equation. Consider first the situation when
P0 is below the bifurcation threshold. Initially, when the temperature
in the island is flat, the diffusive, second derivative term in the

diffusion equation vanishes. The power deposition term dominates
initially, at low temperature, and the temperature increases. The sec-
ond derivative term increases with increasing temperature, until it bal-
ances the power deposition at the lower root of the steady-state
diffusion equation. A perturbation to a higher temperature gives a fur-
ther increase in the second derivative, so that the lower root is stable.
At sufficiently high temperature, the exponential begins to dominate,
and the power deposition term increases more rapidly than the diffu-
sive term with increasing temperature until the two terms again bal-
ance at the second root. The power deposition term continues to
increase more rapidly than the diffusive term with increasing tempera-
ture, so that the second root is unstable. The temperature then contin-
ues to increase until limited by effects not included in Eqs. (7) and (8),
giving a third, stable solution branch not shown in the figure. Those
effects will be the subject of Sec. IV. The two lower solution branches
merge at the bifurcation point. Above the bifurcation point, the
increase in the power deposition with temperature begins to dominate
before a balance with the diffusive term is reached, and the tempera-
ture rises until the uppermost solution branch is reached.

Before turning to the subject of the saturation of the temperature
and the appearance of a third branch of the solutions to the nonlinear
thermal diffusion equations, we consider the consequences of our find-
ings thus far for the stabilization of magnetic islands.

E. Effect of RF condensation on stabilization efficiency

As discussed in Sec. III C, the exponential dependence of the RF
current drive on the temperature perturbation in the magnetic island
leads to a concentration of the RF driven current near the island O-
point. As discussed in Sec. IIID, the exponential dependence of the
power deposition in the island on the temperature perturbation gives
rise to a nonlinearly enhanced temperature perturbation. The combi-
nation of those two effects gives rise to the RF current condensation
effect. (The nonlinear enhancement of the temperature perturbation
also increases the magnitude of the Ohmic stabilization effect and that
may be important if the unperturbed RF driven current density is
small relative to the Ohmic current density. As discussed in Sec. IIIC,
the modification of the RF driven current density profile is much
larger when the unperturbed current densities are comparable.) In this
section, we look at the consequences of the RF condensation effect for
the efficiency of stabilization of the magnetic island. For that purpose,
we adapt a simple model introduced in Ref. 31 that assumes a flat
power deposition in the island. We take the deposition profile to be
initially flat, and we allow it to be modified by the temperature pertur-
bation. For the measure of efficiency, we adopt a widely used measure
that was introduced in Ref. 31, the ratio of the resonant Fourier com-
ponent of the current to the total RF driven current

gstab ¼
ð1
�1

dx
þ
dfJRFðx; fÞ cos ðmfÞ


ð1
�1

dx
þ
dfJRFðx; fÞ; (9)

where x is the radial coordinate and f is the helical coordinate. (The
tearing stability parameter D0 is proportional to the resonant compo-
nent of the current.)

Figure 7 shows the calculated efficiency of the RF current stabili-
zation as a function of the normalized power with and without the
condensation effect. Without the effect, the efficiency is independent
of the power, and we recover the result of Ref. 31. When we include

FIG. 6. Solutions of the thermal diffusion equations in the magnetic island for an ini-
tially uniform deposition profile. The normalized temperature perturbation at the O-
point is shown as a function of the normalized power for the nonlinear equations in
slab and island geometry and for the linearized equation in island geometry.
Reproduced with permission from A. H. Reiman and N. J. Fisch, Phys. Rev. Lett.
121, 225001 (2018). Copyright 2018 American Physical Society.
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the dependence on the temperature, the RF driven current becomes
increasingly concentrated near the center of the island with increasing
power, and the efficiency is rising rapidly as we approach the bifurca-
tion point.

IV. SATURATION OF THE TEMPERATURE

Thus far, the only nonlinear effect that we have included in the
calculation of the temperature is the dependence of the power deposi-
tion on the temperature perturbation in the island. Solving the result-
ing nonlinear, steady-state thermal diffusion equations, Eqs. (7) and
(8), we have found that the solutions display a bifurcation. There is no
solution when the power deposition exceeds the bifurcation threshold.
The temperature rises until we encounter an additional nonlinear
effect that we have not yet included in the equations. In this section,
we discuss two effects that can cause the temperature to saturate: the
depletion of the energy in the wave36 and the dependence of the ther-
mal diffusion coefficient on the temperature gradient when a micro-
instability threshold is encountered.37

A. Depletion of the energy in the wave and the
hysteresis effect

We use a slab model of the island interior to study the effect of
the depletion of the energy in the RF wave on the RF current conden-
sation effect. We saw in Sec. IIID that the simplified equation that we
obtained with this model reproduced the qualitative features of the
more exact solution in magnetic island geometry, and it provided a
rough quantitative approximation to the more exact solution.

The depletion of the energy in the wave at any given point is pro-
portional to the energy remaining in the wave at that point. If we
neglect, for the moment, the dependence of the power deposition on
the temperature perturbation, and we let �V ðlÞ represent the energy
density in the wave as a function of the distance along the ray trajec-
tory, l; we get d �V=dl ¼ �f ðlÞ�V ; where f ðlÞ is a function of position
that determines the deposition profile. If we include the dependence of
the power deposition on the temperature perturbation, we get
d �V=dl ¼ �f ðlÞ exp ðuÞ�V ; where u is the normalized fractional tem-
perature perturbation defined earlier. The local power deposition is
PRF ¼ �d�V=dl:We will simplify here by taking f to be a constant in
the island, corresponding to an initially broad power deposition pro-
file. A more general set of cases is considered in Ref. 36. It will be

convenient to define a dimensionless parameter a0 such that
f ¼ 2a0=Wi:We define x to be a normalized distance from the ratio-
nal surface such that x � ðl � lsÞ2=Wi; where ls is the location of the
rational surface. This places the island edges at x ¼ 61.

In substituting the power deposition into the diffusion equation,
we now need to be careful to take into account the island topology. In
the slab model of the island interior, x ¼ 0 corresponds to the center
of the island and 6x correspond to the same flux surface in the island
interior. This was not an issue for the slab model earlier because the
power deposition was symmetric about x ¼ 0. Defining a normalized
energy density as V �Wiw2

0
�V=ðnj?T0Þ; we now get the pair of

equations

u00 ¼ V 0ðxÞ þ V 0ð�xÞ
� 	

=2; (10)

V 0ðxÞ ¼ �a0e
uðxÞVðxÞ; (11)

where the prime indicates a derivative with respect to x: This is the gen-
eralization of Eq. (8) that now includes depletion of the wave energy.
Note that uðxÞ is an even function of x; and Eq. (10) is solved on the
domain 0 	 x 	 1; while Eq. (11) must be solved on the domain
�1 	 x 	 1: To solve the coupled equations, it is convenient to sepa-
rate VðxÞ into its odd and even parts, giving three coupled equations
that can be solved on the domain 0 	 x 	 1: The equations are solved
subject to the boundary conditions uð1Þ ¼ 0; and u0ð0Þ ¼ 0:We must
also specify the value of Vð�1Þ; which represents the normalized initial
energy density in the wave. In solving Eqs. (7) and (8), there was a single
free parameter that needed to be specified, P0: Now there are two free
parameters that need to be specified, a0 and Vð�1Þ:

The analysis of Secs. IIID and III E adopted a model that
assumed that the power deposition in the island was uniform when
the temperature perturbation was small, with the magnitude of the
total power deposition in the island at low temperature parameterized
by the normalized power P0: The power deposition is no longer uni-
form when we include depletion of the wave energy, with the wave
amplitude decreasing as the energy is depleted. The depletion is small,
however, in the limit where a0 is small. In that limit, V is a constant,
and P0 ¼ a0V :We saw that the effect of the nonlinear dependence of
the power deposition on the temperature was relatively weak for
P0 < 0:5; corresponding to a0V < 0:5:

Equations (10) and (11) can be solved analytically. The solution is

uðxÞ ¼ 2 ln c� ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkþ 1Þ2 � c2

q
coshða0cxÞ þ kþ 1

� 

; (12)

where the parameters k and c are determined by

c2 � 1� k
� �2 ¼ kþ 1ð Þ2 � c2

� 	
cosh2 a0cð Þ; (13a)

c2 ¼ 2kþ 1þ Vð�a0Þ � k½ �2: (13b)

We will be particularly interested in knowing what happens when the
island is stabilized and Wi shrinks at fixed values of the incoming
energy density, �V ð�WiÞ ¼ nj?T0Vð�1Þ=ðWiw2

0Þ; and deposition
coefficient f ¼ 2a0=Wi: For that purpose, we take Vð�1Þ /Wi and
a0 /Wi; and we define VX � Vð�1Þ=a0: We solve for uð0Þ as a
function of a0 with VX fixed. The results are shown in Fig. 8 for two
different values of VX : Comparing with Fig. 6, we see that the solution
to the nonlinear thermal diffusion equation in the island has now picked
up a third branch. On the lowest branch, the depletion is small enough

FIG. 7. Efficiency vs P0 with and without the condensation effect.
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that we can roughly approximateV � Vð�1Þ; and the power deposition
in the island can be approximated as uniform, with P0 � a20VX : This
would predict a bifurcation point at a20VX � 1; which is consistent with
the results shown in the figure. Now when the power deposition exceeds
the bifurcation threshold in the island, the temperature rises until there is
strong depletion of the energy in the wave, and the temperature rise satu-
rates on the third branch. There is a hysteresis effect, with the temperature
remaining on the third branch for some time if a0 decreases. When the
temperature rises abruptly to the third branch, the RF driven current
becomes concentrated near the center of the island, and the stabilization
efficiency increases. If the island is now stabilized, the island width
decreases, and a0 correspondingly decreases. The solution remains on the
upper branch for some time as the island width decreases.

Another effect that can be caused by the depletion of the energy
in the wave is “shadowing.”36 It can be seen from Eq. (11) that the
wave energy can damp before reaching the center of the island if a0 is
sufficiently large. In a more realistic model, a0 is a function of x;
a0 ¼ a0ðxÞ; where the spatial dependence of a0 determines the power
deposition profile in the absence of the nonlinear effect. The location
of the peak of the deposition profile is controlled by the aiming of the
ray trajectory. The aiming can be adjusted to compensate for the shad-
owing effect. Stabilization may be suboptimal if the aiming does not
take into account the nonlinear effects, and the current drive can even
be destabilizing if deposited too close to the separatrix.33,38 The shad-
owing effect will be discussed further in Sec. VB.

B. Temperature stiffness at a microinstability
threshold

Another effect that can cause the temperature perturbation in the
island to saturate is the profile stiffness that can be encountered when
a microinstability threshold is exceeded.37 It has been found that the

temperature profile in axisymmetric tokamak plasmas can be more
resilient against the effects of local heating than would be deduced
from power balance considerations alone.39 The stiffness is believed to
reflect the fact that the diffusion coefficient can increase rapidly with
increasing temperature gradient, and it is believed that this occurs
when the temperature exceeds a microinstability threshold. This then
raises the question of the effect on the local thermal diffusion coeffi-
cient in a magnetic island when the temperature is flattened and well
below the microinstability threshold. There is experimental40–43 and
computational44 evidence that the diffusion coefficient in the island is
much smaller than the ambient thermal diffusion coefficient in the
surrounding plasma in this case. It can be expected that the diffusion
coefficient will increase when the temperature gradient in the island
becomes sufficiently large to encounter a microinstability threshold.

We use a conventional model for the effect of the ITG (ion tem-
perature gradient instability) threshold on the thermal diffusion
coefficient39

j? ¼ j0 1þ js

j0

�R
T

dT
dr
� kc

� �
H
�R
T

dT
dr
� kc

� �� 

; (14)

where j0 is the thermal diffusivity below the ITG threshold, H is a
Heaviside function, kc is the ITG threshold, R is the major radius, and
js=j0 is a measure of the stiffness. The diffusivity increases linearly
with increasing temperature gradient above the ITG threshold. Until
now, we have been taking j? to be independent of the temperature,
and we have simply merged the value of j? into the normalization of
P0 and V : Now we define a normalized diffusivity ~j � j?=j0; we use
j0 for the normalization, and we rewrite Eq. (10) as

d
dx

~j
d
dx

u

� �
¼ 1

2
V 0ðxÞ þ V 0ð�xÞ
� 	

: (15)

The thermal diffusivity is now a function of x through its dependence
on the local temperature gradient. We solve the equations
numerically.

Figure 9 shows a numerical solution for uð0Þ vs V0 � Vð�1Þ
with a0 ¼ 0:01; kc ¼ 30; js=j0 ¼ 0:14; and w2Wi=R ¼ 0:2; where
V0 is the incoming value of V at the island boundary, and we are now
normalizing V �Wiw2

0
�V=ðnj0T0Þ:When the wave power gets suffi-

ciently large, we again encounter a bifurcation point. Above the bifur-
cation threshold, the temperature rises until the temperature gradient
becomes sufficiently large to encounter the ITG threshold, and it con-
tinues to rise until the enhanced diffusivity becomes sufficiently large
to saturate the temperature increase. If we continue to increase the
power, the temperature perturbation in the island continues to
increase. In this case, when the temperature gets sufficiently large, we
encounter a second bifurcation when the exponential dependence of
the power deposition in the island becomes sufficiently large to over-
come the nonlinear dependence of the thermal diffusion coefficient on
the temperature. Now the temperature rises until the energy in the
wave is depleted.

V. RF CURRENT CONDENSATION WITH LOWER
HYBRID CURRENT DRIVE (LHCD)

Most of the work on RF stabilization of magnetic islands has
focused on the use of electron cyclotron waves for that purpose.
Despite the high demonstrated efficiency of LHCD, consistent in detail
with theoretical expectations,45 it has generally been thought that it is

FIG. 8. Normalized temperature perturbation at the O-point as a function of the param-
eter a0 for two different values of VX � Vð�1Þ=a0: Reproduced with permission from
Phys. Plasmas 26, 092511 (2019). Copyright 2019 AIP Publishing LLC.
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not sufficiently localized for the stabilization of magnetic islands. The
possibility of using RF current condensation to localize the LHCD
motivates a re-evaluation of the possible use of LHCD for this pur-
pose.46 LHCD has a particular advantage in this regard because of the
relatively large value of w2 at which the power tends to be absorbed.
As will be discussed below, the stabilization can be further facilitated
by the appropriate pulsing of the power.47 These results raise the pros-
pect that, in tokamaks where a significant amount of current is pro-
vided by LHCD, islands could be passively stabilized, with the LHCD
automatically localizing in the island interiors, particularly as the
islands become large, without requiring precise aiming of the wave
power.

A. Localization of LHCD via RF current condensation

To study the localization of LHCD via RF current condensation,
simulations were performed using the General Raytracing
(GENRAY)48 and Collisional/Quasilinear 3D (CQL3D)49,50 codes.46

GENRAY was used to calculate the lower hybrid ray trajectories,
which were then passed to the CQL3D code for calculation of the
quasi-linear diffusion coefficient along the ray trajectories and the time
evolution of the electron distribution function. The CQL3D time evo-
lution was followed until the distribution function reached a steady
state. For the parameters used in the calculations, the quasi-linear dif-
fusion reaches a steady state on a timescale short compared to the
thermal transport timescale in the island. The timescale separation
allows the decoupling of the quasi-linear diffusion calculation from
the calculation of the other effects in the RF current condensation. An
ITER Scenario 2 equilibrium was used for the calculations as a conve-
nient reactor relevant plasma, with an artificial axisymmetric tempera-
ture perturbation imposed to study its effect on the localization of the
LHCD. The waves were launched at a frequency of 5GHz from a 0.5
m high waveguide grill, with a total launched power of 20MW. High
field side launch was used to provide adequate accessibility of the
waves. Rays were launched at 12 different locations along the

waveguide grill. At each of these locations, 20 rays were launched, with
a spectral width Dnk ¼ 0:06:

Figure 10 shows the results of a set of calculations where the
unperturbed LH power deposition was centered on the q ¼ 2 surface.
The LHCD launcher was located 60
 above the inboard midplane and
the spectrum centered at nk ¼ 1:59: Temperature perturbations up to
15% were imposed. (Experimental temperature perturbations in
islands as high as 20% have been reported.32) It can be seen in Fig. 10
that the effect of the temperature perturbation on the power deposi-
tion provides significant localization. The calculations of Ref. 46 indi-
cate that LHCD is a potentially promising method for stabilizing
magnetic islands.

B. Efficient stabilization via pulsing of the RF power

The localization of LHCD via RF current condensation offers a
possible method of passively stabilizing magnetic islands in a tokamak
fusion reactor. If a relatively broad deposition profile is produced in
the absence of magnetic islands, the LHCD will localize wherever
islands appear within that profile. The condensation effect increases in
strength if an island grows wider. This approach could, potentially,
dispense with the need to actively aim RF ray trajectories in order to
stabilize magnetic islands when they appear. One issue that can arise is
that, when the islands become large enough and the condensation
effect becomes strong enough, the shadowing effect described in
Sec. IVA can cause the LH power to be absorbed before it reaches the
center of the island. When this occurs, the stabilization efficiency
becomes less optimal. This problem could be solved by appropriately
adjusting the aiming of the deposition profile, placing it on a trajectory
that would overshoot the island center in the absence of the nonlinear
effect. It is desirable, however, to solve the problem without requiring
active aiming of the wave trajectory. That can be accomplished by
appropriate pulsing of the power.47

The use of pulsing is motivated by the following set of observa-
tions. If one solves the time dependent thermal diffusion equation for
an initially broad power deposition profile, the power deposition is
peaked on axis early in time. Central heating initially accelerates as the
absorption improves. For a sufficiently high power, or a sufficiently
large island, however, there is a transition where the enhanced power
deposition due to the rising island temperature causes the incoming
wave to be increasingly depleted before reaching the center of the
island, and the peak deposition no longer occurs in the center. If the

FIG. 9. Numerical solution of the equations taking into account the profile stiffness
above the ITG threshold. For this set of parameters, the solution displays a double
bifurcation.

FIG. 10. Lower hybrid wave power deposition profile at the q ¼ 2 surface for four
different temperature perturbation amplitudes, with the temperature perturbed in the
shaded region. The radial coordinate is the square root of the normalized toroidal
flux. Reproduced with permission from Frank et al., Nucl. Fusion 60, 096027
(2020). Copyright 2020 IAEA, Vienna.
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power is now turned off, the temperature in the island relaxes back,
and the optimal deposition profile can be recovered.

The investigation of pulsing requires the solution of the time-
dependent nonlinear thermal diffusion equation in the island. For that
purpose, Eq. (10) is extended to include the time dependence of u;
_u � u00 ¼ �½V 0ðxÞ þ V 0ð�xÞ�=2: The time is normalized to the elec-
tron thermal diffusion timescale, tD;e ¼ 3nW2

i =8j?: We now take
Vð�1Þ ¼ V0f ðtÞ for the boundary condition on Eq. (11). The
time dependence of f ðtÞ is taken to be f ðtÞ ¼ 1 if tmods < son; and
f ðtÞ ¼ 0 otherwise, where s is the period of the pulsing. The duty cycle
is denoted by d ¼ son=s: As a measure of the improvement obtained
with pulsing, the metric Pcent ¼

Ð 0:5
�0:5 Pdx=V0 is used. Figure 11 shows

a comparison of the relative improvement obtained for 3 different
cases as a function of the pulsing period.

VI. A HIGHER FIDELITY SIMULATION CAPABILITY FOR
RF CURRENT CONDENSATION

We have thus far described a series of models that provide quali-
tative insight into the physics of RF current condensation. In this sec-
tion, we turn to a discussion of a higher fidelity simulation capability
that is being developed.29 The code, OCCAMI, couples the GENRAY
code to a solution of the thermal diffusion equation in magnetic island
geometry. GENRAY is capable of doing ray tracing for both electron
cyclotron and lower hybrid waves. An accurate calculation of lower
hybrid power deposition, however, requires that the code be coupled
to CQL3D to solve for the modification of the electron distribution
function. The initial version of the OCCAMI code has been specialized
to the treatment of electron cyclotron waves, and the code is presently
being upgraded to couple it to CQL3D for the purposes of being able
to handle lower hybrid waves. The applications of the code thus far
have been to electron cyclotron waves.

OCCAMI constructs a model nonaxisymmetric equilibrium by
starting with a numerical axisymmetric equilibrium solution and
embedding the island model given by Eqs. (4) and (5) in the neighbor-
hood of the rational surface. The perturbation of the magnetic field
associated with the island is small, and it does not need to be included

in the ray tracing. The power deposition along each ray trajectory
depends on the density and temperature profiles along that trajectory,
and those profiles are determined in part by the density and tempera-
ture profiles that the ray sees as it passes through the island. This is
illustrated in Fig. 12, which shows a set of ray trajectories through the
island.

It is assumed that the heat and density transport in the island are
diffusive. It is further assumed that there are no particle sources in the
island, so the density in the island is flat. The temperature in the island
must be determined self-consistently, taking into account the RF
power deposition. An iterative procedure is used for that purpose.

Figure 13 shows the flow of logic in the OCCAMI code. The cal-
culation starts with an initially flattened temperature profile in the
island. The GENRAY code calculates a set of ray trajectories and the
power deposition along the ray trajectories using this initial profile.
The calculated power deposition in the island is then substituted into
the thermal diffusion equation for the perturbed temperature in the
island, which corresponds to Eq. (7) with the P0 exp ðuÞ factor on the
right hand side replaced by the numerically calculated power deposi-
tion. The solution of that equation provides an updated temperature
profile in the island. The code then iterates. The updated temperature
is used to recalculate the power deposition, which is again substituted
into the diffusion equation. The code continues around this loop until
the solution converges.

The sensitivity of the power deposition to the temperature plays a
key role in the theory of RF current condensation. As an aid to under-
standing the results of the OCCAMI calculations, the code calculates
the sensitivity of the power deposition to the temperature and
expresses it in terms of an effective value of w0 ¼ weff ðT ¼ T0Þ: (See
discussion in Sec. III B.) The calculated value of w0 is a function of
position along the ray trajectory, and for purposes of characterizing
the impact of w2

0 on the calculated results, an averaged value of w2
0 is

defined, �w2
0 � �ln ½h exp ð�w2

0Þi�; where h i indicates the mean value
within the island.

Figure 14 shows the results of a set of simulations looking at
bifurcation thresholds for two different ITER equilibria. An island
width of 25% of the minor radius at the q ¼ 2 surface was assumed.
(Recall that the island width threshold for triggering a disruption in
JET has been estimated to be approximately 30%.4) The EC launch
positions of the ITER upper steering mirror (USM) and lower steering
mirror (LSM) were considered separately. For each launcher a scan
was done over possible poloidal and toroidal launch angles of the elec-
tron cyclotron rays. For each pair of launch angles, the EC power was

FIG. 11. Comparison of relative Pcent improvements for 3 representative cases per-
formed at a duty cycle of d ¼ 0:25: Reproduced with permission from Phys.
Plasmas 27, 062508 (2020). Copyright 2020 AIP Publishing LLC.

FIG. 12. The horizontal orange lines correspond to a set of trajectories traversing
the island region. The RF power deposition is calculated along the trajectories,
including the effects of the modification of the temperature and density by the pres-
ence of the island.
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increased until either a bifurcation was encountered or the maximum
available power of 20MW was reached. Each dot in the plot corre-
sponds to a bifurcation for a different pair of launch angles. The corre-
sponding values of the fractional temperature perturbation, ~T=T0; at
the bifurcation threshold and of �w2

0 depend on the launch angles, and
the dots in the figure indicate the values of ~T=T0 at the bifurcation
threshold and of �w2

0 that were encountered. For those launch angles
that see a higher value of �w2

0; the value of ~T=T0 required to see a bifur-
cation tends to be lower. The accessible values of �w2

0 for these ITER
equilibria range up to about 8. As indicated in the figure, the calcula-
tions were done for the ITER Scenario 2 baseline H-mode equilibrium
and for a corresponding model L-mode equilibrium. The calculations
have assumed a constant diffusion coefficient of 0.1 m2/s in the island
and have not included the stiffness effect at the ITG threshold. The
inclusion of this effect has been left for future work.

The bifurcation threshold in each of the cases shown in Fig. 14
occurs at a value of �w2

0
~T=T0 > 1:6: By comparison, the nonlinear

effects discussed in this paper become significant when �w2
0
~T=T0 � 0:5;

at a value of the temperature perturbation less than one third that at
which a bifurcation is encountered. As discussed in Sec. III E, the stabili-
zation efficiency is already significantly increased at that point.

VII. DISCUSSION AND CONCLUSIONS

In JET, 95% of the disruptions are preceded by the appearance of
large locked islands.10 A statistical analysis of locked mode amplitudes in

JET disruptions,4 as well as an analysis of the typical sequence of events
in disruptions triggered by impurity accumulation in the plasma core,3

suggests that the islands play a key role in directly triggering the disrup-
tions. These islands are a target of opportunity for RF stabilization.

Electron cyclotron current drive (ECCD) island stabilization
studies for ITER have largely focused on the stabilization of small
islands produced by neoclassical tearing modes (NTMs) using as little
power as possible to minimize the impact on Q. (See, e.g., Ref. 2 and
references therein.) In JET, most of the large islands that cause disrup-
tions are produced by off-normal events other than neoclassical
tearing modes (NTMs).3 The island width threshold for triggering a
disruption in JET has been estimated to be approximately 30%.4 We
are interested in providing a layer of protection that is specifically tar-
geted to deal with large islands. The islands grow on a resistive time-
scale, potentially providing ample time for RF stabilization. It has been
demonstrated that locked islands can be stabilized by RF current drive
if the error field compensation coils are used to control the phase at
which the island locks.21 This can be accomplished by slightly over-
compensating for the ambient field error.

When an island appears that is sufficiently large to cause signifi-
cant deterioration of confinement and threatens to trigger a disruption
in ITER or in a tokamak fusion reactor, it will be desirable to use the
full available RF current drive power to stabilize the island if necessary.
ITER will have 20 MW of ECCD power available for this purpose.
Our calculations indicate that, for such relatively high powers and
large islands, the sensitivity of the RF power deposition and that of the
local RF electron acceleration to the temperature perturbation in the
island can lead to significant nonlinear effects.5 Both lower hybrid cur-
rent drive (LHCD) and ECCD are exponentially sensitive to small per-
turbations of the temperature.

The exponential sensitivity of the RF power deposition in the
island to the temperature perturbation there leads to a nonlinear feed-
back effect that gives a nonlinearly enhanced temperature perturba-
tion. The combination of the nonlinearly enhanced temperature
perturbation with the exponential sensitivity of the RF current drive to
the temperature gives rise to the RF current condensation effect, which
can concentrate the current in the center of the island. The condensa-
tion effect increases the stabilization efficiency of the RF driven cur-
rent, and it can be used to facilitate island stabilization if the nonlinear
effects are properly accounted for in the aiming of the ray trajectories.5

Alternatively, failure to properly account for the nonlinear effects in
the aiming of the ray trajectories can lead to a shadowing effect that
causes the energy in the wave to be prematurely depleted, impairing
stabilization.37

FIG. 13. Flow of logic in the OCCAMI code.

FIG. 14. Fractional temperature perturbation at the island O-point at the bifurcation
threshold for ITER-like H-mode and L-mode equilibria vs calculated �w 2

0. Nonlinear
effects become significant for these equilibria at a temperature perturbation ~T=T0
approximately one third that at the bifurcation threshold.
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When the temperature perturbation in an island becomes suffi-
ciently large, the solution to the nonlinear, steady-state thermal diffu-
sion equation in the island can display a bifurcation. The solution
jumps discontinuously at the bifurcation point, with the temperature
saturated by depletion of the wave energy,36 or the profile stiffness that
is encountered at a microinstability threshold.37 These effects intro-
duce an additional branch to the solution of the nonlinear steady-state
thermal diffusion equation. There is a hysteresis effect, with the island
remaining on this branch for some time even if the stabilization and
shrinking of the island width brings the normalized power back below
the bifurcation threshold. The stiffness effect can lead to a double
bifurcation as the RF power is increased, with the temperature first sat-
urating near the microinstability threshold, and then encountering a
second bifurcation point when the exponential dependence of the
power deposition on the temperature perturbation becomes strong
enough to overcome the nonlinear dependence of the diffusivity on
the temperature above the microinstability threshold.

The RF current condensation effect motivates a re-evaluation of
the potential use of LHCD for the stabilization of islands. Broad
LHCD deposition profiles have discouraged interest in the use of
LHCD for this purpose. However, ray tracing calculations using the
GENRAY ray tracing code, coupled to Fokker-Planck calculations
with the CQL3D code, indicate that, with the localization introduced
by RF condensation, LHCD is potentially promising for stabilization.46

The experimentally demonstrated high efficiency of lower hybrid cur-
rent drive,45 along with the particularly strong sensitivity of LHCD to
temperature perturbations arising from the high phase velocities at
which it is absorbed, now suggests an intriguing prospect of using
LHCD for passive stabilization of islands. In this scenario, the LHCD
would be automatically localized in the interior of islands as they
appear and grow, with no need for active aiming of the ray trajectories.
The efficiency of the stabilization can be further improved by pulsing
with the appropriate frequency and duty cycle.47

A higher fidelity simulation capability for the RF current conden-
sation effect, the OCCAMI code, is presently under development.29

The code self-consistently couples ray tracing, power deposition, and
current drive calculations with the GENRAY code to the solution of
the steady state thermal diffusion equation in the magnetic island.
Simulations for ITER equilibria indicate that the nonlinear effects dis-
cussed in this paper will need to be properly accounted for in design-
ing optimal scenarios for stabilizing large islands.

Disruptions are a critical issue for ITER and for tokamak fusion
reactors. RF current drive stabilization of magnetic islands could play a
major role in protecting against disruptions. An understanding of the
nonlinear effects that can come into play in that context will be crucial
for proper optimization of the capability. A validated predictive capabil-
ity will be needed for that purpose. This will require experimental vali-
dation of the theoretical models that we are developing. However, what
can be seen already, both through detailed numerical simulations and
theoretical constructs, is that the recently proposed RF current conden-
sation effect is positioned to play a large role in achieving a practical
method of disruption avoidance in economical tokamak fusion reactors.
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