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Critical role of isopotential surfaces for magnetostatic ponderomotive forces
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By producing localized wave regions at the ends of an open-field-line magnetic confinement system, pondero-
motive walls can be used to differentially confine different species in the plasma. Furthermore, if the plasma is
rotating, this wall can be magnetostatic in the laboratory frame, resulting in simpler engineering and better power
flow. However, recent work on such magnetostatic walls has shown qualitatively different potentials than those
found in the earlier, nonrotating theory. Here, using a simple slab model of a ponderomotive wall, we resolve this
discrepancy. We show that the form of the ponderomotive potential in the comoving plasma frame depends on
the assumption made about the electrostatic potential in the laboratory frame. If the laboratory-frame potential
is unperturbed by the magnetic oscillation, one finds a parallel-polarized wave in the comoving frame, while if
each field line remains equipotential throughout the perturbation region, one finds a perpendicularly polarized
wave. This in turn dramatically changes the averaged ponderomotive force experienced by a charged particle
along the field line, not only its scaling, but also its direction.
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I. INTRODUCTION

It has long been known that transverse waves at the ends
of an open-field-line plasma can confine species according
to a cyclotron-frequency-dependent ponderomotive potential
[1–4], which can even form a one-way wall, acting as a
Maxwell demon [5,6]. This potential has been repeatedly con-
firmed in experiments [7,8], including applications for isotope
separation [9,10] and differential confinement [11,12]. In-
deed, similar ponderomotive potentials are ubiquitous across
different areas of physics, from the operation of free-electron
lasers in laser physics [13], to trapping near the Rabi fre-
quency in atomic physics [14,15], to the optical tweezers
used in biophysics [16], and even to the stable driven inverted
pendulum of classical mechanics [17]. Exploiting these pon-
deromotive forces is of particular interest given the recent
resurgence of mirror confinement schemes in fusion physics
[18–24], especially given its ability to preferentially expel ash
species from the plasma, which is particularly important for
aneutronic fusion schemes [25–29].

Forming these ponderomotive end plugs has historically re-
quired the generation of cyclotron-frequency waves. However,
the increasing use of E × B rotation [30] for stabiliza-
tion [31–33] and centrifugal confinement [34–37] in mirror
systems opens up an alternative possibility: to use a magneto-
static perturbation in the laboratory frame, which the moving
plasma will see as an oscillating electromagnetic wave. As
shown in the theory of resonant diffusion of alpha particles,
such a scheme can have significant engineering and power
flow advantages [38,39].

Such a magnetostatic ponderomotive wall scheme was re-
cently proposed, and shown to exhibit significant confining
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potential [40,41]. However, the form of the ponderomotive
potential found in that study unexpectedly and significantly
differed from the gyrofrequency-dependent potential familiar
from the earlier, nonrotating literature [1–6].

In this paper, we identify the root of these discrepancies, by
showing that the ponderomotive behavior depends sensitively
on the assumptions made about the electric potential structure.
Specifically, we consider a very simple slab analog to the
magnetostatic end plug proposed in Ref. [40], with a purely
radial perturbing magnetic field (Fig. 1). This simple field
analytically allows two different assumptions for the behavior
of the electric potential during the perturbation: (a) for the
potential to remain unperturbed under the influence of the
perturbing magnetostatic field, or (b) for the perturbed field
lines to become isopotential surfaces. These two assumptions
respectively represent the limit of (a) a slow plasma response,
where the plasma does not have time to respond to the wave,
and (b) a fast plasma response, where the electrons move
along field lines, shorting the parallel electric field, as under-
lies magnetohydrodynamic theory and Ferraro’s isorotation
theorem [42,43].

Using a slab, rather than a cylinder, allows us to apply
a very simple Lorentz boost of the laboratory-frame field,
with its associated potential structure, to the plasma rest
frame. Because the quantity E · B is Lorentz invariant, the
polarization of the wave in the plasma frame depends on
the potential structure in the laboratory frame: in particular,
the wave is parallel polarized when the original electric
potential is unperturbed, and transversely polarized when the
perturbed field lines become the isopotentials. This difference
in wave structure results in dramatic differences in the form of
the ponderomotive potential in each case: it changes whether
the potential depends on the local value of the perturbed
magnetic field or its integral; it changes the scaling behavior
with mode number; and it can even change the direction of the
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(a)

(b)

FIG. 1. Schematic of the model studied in the text. “Radial,”
“azimuthal,” and “axial” coordinates are represented by x, y, and
z, respectively. (a) Magnetic field lines (blue lines) along ẑ are per-
turbed by an applied oscillating field along x̂, so field lines originally
at the same x at z = 0 will be at different x at z > 0. At x = 0,
the electric field points along x̂. We study the ponderomotive forces
along ẑ of a charged particle (red sphere) that both E × B drifts
along −ŷ and streams along ẑ. (b) Projections of two possible models
for the electric field at the orange plane in (a). Magenta arrows
correspond to the direction of the unperturbed electric field, while
cyan arrows correspond to the direction of the field if the perturbed
field lines become isopotential surfaces. These two models result in
very different forces on the charged particle.

resulting force. Single-particle simulations confirm the the-
oretical predictions, as well as the limits in which the theory
breaks down, including the onset of warm-plasma effects on
the ponderomotive potential, as well as the onset of Landau-
resonant interactions at high enough wave amplitude [44,45].

II. SLAB MODEL OF MAGNETOSTATIC PERTURBATION

For simplicity, we consider a slab model of a plasma under-
going E × B direction in the −ŷ direction, with E0 = E0x̂ and
B0 = B0ẑ (Fig. 1). To this field, we add a z-dependent perturb-
ing magnetic field along the x̂ direction, B̃ = B̃(z) cos(ky)x̂.
In the unperturbed case where the magnetic perturbation does
not affect the electric field, then we have simply Eun = E0.

The form of the perturbing magnetic field we have chosen
also makes it easy to solve for the case where the perturbed
field lines are isopotential curves, since each field line lies
solely in the x-z plane. At z = 0, we assume that the field
lines are unperturbed, and we have E(x, y, z = 0) = E0 and
B(x, y, z = 0) = B0. Thus,

φ(x, y, z = 0) = −E0x. (1)

Then, for any point, we can trace each field line back to z = 0
to determine the potential, by solving

dx

dz
= Bx

Bz
= B̃(z)

B0
cos(ky). (2)

This gives

x(z = 0) = x(z) − cos(ky)
∫ z

0
dz′ B̃(z′)

B0
. (3)

Using Eq. (1), this gives

φiso = −E0

[
x(z) − cos(ky)

∫ z

0
dz′ B̃(z′)

B0

]
, (4)

Eiso = E0

[
x̂ + ŷ

∫ z

0
dz′k

B̃(z′)
B0

sin(ky) − ẑ
B̃(z)

B0
cos(ky)

]
.

(5)

In contrast to Eun, it can be easily verified that Eiso satisfies
E · B = 0. Both fields satisfy ∇ × E = 0.

A. Plasma-frame fields

To apply the existing ponderomotive theory [5,6], we boost
to the comoving frame, (x, y, z) → (x, y′, z), where y′ = y +
t (cE0/B0). Assuming that the plasma flows subrelativistically
(cE0/B0 � 1), the only components that change are the x̂ and
ẑ components of the electric field, according to

E′ = E + vboost

c
× B = E + (E0 × B0) × B

B2
0

. (6)

In the “unperturbed” case where the magnetic perturbation
does not affect the electric field, we have

E′
un = E0

B̃(z)

B0
cos(ky′ − ωt )ẑ, (7)

where ω ≡ kcE0/B0 is the Doppler-shifted frequency seen by
the wave. Thus, for the unperturbed electric field case, the
plasma sees a wave in its rest frame with a polarization purely
parallel to the background magnetic field, with a strength
proportional to the local perturbed magnetic field amplitude.

Meanwhile, when the field lines are isopotentials, the
plasma-frame electric field is instead given by

E′
iso = E0

∫ z

0
dz′′k

B̃(z′′)
B0

sin
(
ky′ − ωt

)
ŷ. (8)

Thus, in this case, the plasma sees a purely perpendicular
mode, which is equal in magnitude to the integrated amplitude
of the perturbing magnetic field. In other words, the potential
structure in the laboratory frame completely changes the char-
acter of the wave in the comoving frame.

B. Ponderomotive potentials

In the plasma frame, the ponderomotive potential (for a
cold plasma) is [6]

� = q2

4mω2

( |E+|2
1 + �/ω

+ |E−|2
1 − �/ω

+ |E‖|2
)

, (9)

where q and m are the mass and charge of the particle, and
� ≡ qB0/mc is the cyclotron frequency. Here, E‖ is the wave
amplitude parallel to B0, and E+ and E− are the amplitudes
of the right- and left-handed circularly polarized modes, with
polarizations τ± = 1√

2
(x̂ ± iŷ), respectively. In terms of the
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linear polarization amplitudes Ex and Ey, these circular polar-
ization amplitudes are given by

E+ = 1√
2

(Ex − iEy), E− = 1√
2

(Ex + iEy). (10)

Thus, the ponderomotive potential for the unperturbed
electric field case, using Eq. (7) in Eq. (9), is

�un = q2B̃2

4mc2k2
= m

4

�̃2

k2
, (11)

where �̃ is the cyclotron frequency associated with the
perturbing magnetic field. Notice that this reproduces the po-
tential from Ref. [40]’s Eqs. (21) and (44).

Meanwhile, the potential for the isopotential field line case,
using Eqs. (8) and (10) in Eq. (9), is

�iso = q2

4mc2

( ∫ z
0 dz′B̃(z′)

)2

1 − �2/ω2
= m

4

(∫ z
0 dz′�̃(z′)

)2

1 − �2/ω2
. (12)

This potential exhibits several major differences from the
unperturbed case. Instead of scaling with the square of the
wavelength 1/k, the strength of the potential scales with
the square of the scale length of the perturbed region L. The
potential can also be repulsive or attractive depending on the
ratio of the gyrofrequency � to the Doppler-shifted wave
frequency ω. Finally, the potential does not necessarily vanish
at the points where the perturbing magnetic field vanishes; it
only vanishes if the field line is actively returned to its original
position in the x-y plane, by reversing the perturbing field.

III. NUMERICAL VERIFICATION

To verify the ponderomotive theory, we perform single-
particle simulations using Zenitani and Umeda’s second-order
generalization [46] of the Boris method [47,48], using the
LOOPP code developed in Refs. [49,50]. To perform the simu-
lations, we nondimensionalize the equations of motion

d x̄
dt̄

= v̄,
d v̄
dt̄

= Ē + v̄ × B̄, (13)

where

t̄ = �t, v̄ = v/c, x̄ = x �/c, (14)

Ē = E/B0, B̄ = B/B0. (15)

The magnetic field is the same for either assumption about the
electric potential structure,

B̄ = ẑ + ¯̃B(z̄) cos(k̄ȳ)x̂, (16)

where k̄ = kc/�, and ¯̃B = B̃/B0. For the unperturbed poten-
tial case, the normalized electric field is given by

Ēun = Ē0x̂, (17)

where Ē0 = E0/B0. For the isopotential field line case, it is
given by

Ēiso = Ē0

(
x̂ + ŷ

∫ z̄

0
dz̄′k̄ ¯̃B(z̄′) sin(k̄ȳ) − ẑ ¯̃B(z̄) cos(k̄ȳ)

)
.

(18)

TABLE I. Parameters that differ for the single-particle simula-
tions in the figures. Also shown is the derived quantity ω̄ = k̄Ē0,
which determines the sign of �iso.

Case Type ¯̃B k̄ L̄ ω̄

A Unperturbed 0.01 1 300 0.01
B Isopotential 0.02 10 5 0.1
C Isopotential 0.001 1030 5 10.3
D Isopotential 0.003 530 5 5.3

In these dimensionless units, the change in dimensionless
parallel kinetic energy of the oscillation center (OC) K̄ ≡
〈v̄z〉2/2 should balance against the dimensionless ponderomo-
tive potential [6], given for the unperturbed and isopotential
cases from Eqs. (11) and (12) by

�̄un = 1

4

¯̃B2

k̄2
, (19)

�̄iso = 1

4

(∫ z̄

0
dz̄′ ¯̃B(z̄′)

)2
ω̄2

ω̄2 − 1
. (20)

Here, ω̄ is the normalized Doppler-shifted frequency, ω̄ ≡
ω/� = k̄Ē0. The isopotential ponderomotive potential is at-
tractive for ω̄ < 1, and repulsive for ω̄ > 1.

As the specific form of the field, we take

¯̃B = ¯̃B0a
z̄a−1

(1 + z̄a)2
, (21)

∫ z̄

0
dz̄′ ¯̃B(z̄) = ¯̃B0L̄

z̄a

1 + z̄a
, (22)

with a = 5. This field vanishes in the large-z̄ limit, but its inte-
gral does not, so that the unperturbed ponderomotive potential
�un goes to 0 as z̄ → ∞, but the isopotential ponderomotive
potential �iso does not. For all simulations, we consider a
nonrelativistically drifting plasma, Ē = vE×B/c = 0.01, and
a particle initialized with v̄z = 0.01 and v̄⊥ = 0. We then
perform four different simulations (labeled A–D), including
both the unperturbed and isopotential cases, as detailed in
Table I.

To calculate the OC velocity, we time-average over a wave
cycle, as shown in Fig. 2 for case A. This allows us to nu-
merically calculate the normalized OC kinetic energy K̄ as
a function of z̄, and see whether the sum of the numerical

FIG. 2. Full parallel velocity v̄z vs oscillation center velocity 〈v̄z〉
for case A. The OC velocity enters the kinetic energy term that
balances with the ponderomotive potential �.
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(A)

(B)

(C)

×

×

×

FIG. 3. Normalized change in OC kinetic energy �K̄ , theoretical
potential energy �̄, and their sum, as a function of distance z̄, for
cases A, B, and C from Table I. In (A), � comes from Eq. (19),
while in (B) and (C) it comes from Eq. (20). The agreement to
theory is good, and the qualitative aspects of the theory are visible, in
particular, the different asymptotic behavior as z̄ → ∞ for the unper-
turbed vs isopotential cases, and the switch in the sign of the potential
depending on the Doppler-shifted frequency for the isopotential case.

kinetic energy and theoretical potential energy from Eqs. (19)
and (20) remains constant.

This analysis is shown in Fig. 3, for the unperturbed case
(A), the low-frequency (ω̄ < 1) isopotential case (B), and the
high-frequency (ω̄ > 1) isopotential case (C). The agreement
to the theory is quite good in each case, and the qualitative
features of the solution are clearly visible. First, �un goes
to 0 as z̄ → ∞ [Fig. 3(A)], while �iso goes to a constant
[Figs. 3(B) and 3(C)]. Second, �iso is attractive for ω̄ < 1
[Fig. 3(B)], and repulsive for ω̄ > 1 [Fig. 3(C)].

A. Limits of cold ponderomotive theory

However, the assumptions of the theory can break down.
First, when k̄〈v̄⊥〉 = kρ becomes large, the linear response

×

FIG. 4. The normalized kinetic and potential energies, and their
sum (top), for case D, a particle that violates the small-parameter
assumptions of the ponderomotive theory (bottom). First, the par-
ticle gains enough 〈v̄⊥〉 that k〈v̄⊥〉 > 1, so that the ponderomotive
potential the particle sees is no longer consistent with the cold-
plasma expression from Eq. (20). Second, 〈v̄⊥〉 increases enough
that 〈v̄⊥〉/Ē0 ∼ 1, which (along with the fact that � > 1) leads the
particle to have a resonant interaction with the wave, resulting in
stochastic diffusion in 〈v̄⊥〉 and the loss of a ponderomotive potential.

becomes kinetic [51], violating the cold-plasma assumption
in Refs. [5,6] and thus changing the form of the pondero-
motive potential [50]. Second, when 〈v̄⊥〉/Ē0 = 〈v⊥〉/vE×B �
1, a large enough wave amplitude produces a transition to
Landau-resonant stochastic diffusion [44,45,49]. The ampli-
tude threshold for this transition to occur can be written as
�̄ � 1, where

�̄ ≡ 4

√
2

π

∣∣∣∣
∫ z̄

0
dz̄′ ¯̃B(z̄)

∣∣∣∣
(

ω̄

〈v̄⊥〉
)3/2

Ē1/2
0 . (23)

Technically, this threshold only takes this form for 〈v̄⊥〉/Ē0 
1, but it should give a rough range in which the wave suf-
ficiently dephases from the particle over a single cyclotron
period to result in stochastic diffusion.

An example of a particle which violates these validity cri-
teria is given by case D. Its trajectory is shown in the top half
of Fig. 4, and the various dimensionless parameters that de-
termine the behavior in the bottom half. Initially, the particle
satisfies all criteria for the ponderomotive theory to hold, and
the agreement is good. However, as the perpendicular energy
increases due to interaction with the wave, k̄〈v̄⊥〉 becomes
larger than 1, and the energy begins to diverge. However, the
trajectory is still smooth, implying that the particle is still
seeing a ponderomotive potential—just not the cold-plasma
ponderomotive potential. However, as 〈v̄⊥〉 increases even fur-
ther, 〈v̄⊥〉/Ē0 becomes O(1), and (since �̄ is already greater
than one) there is a sudden onset of strong stochastic diffusion
that qualitatively changes the particle behavior, so that it no
longer sees the potential.
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IV. DISCUSSION AND CONCLUSION

A very simple slab model demonstrates that in an
E × B-flowing plasma with magnetostatic perturbations, the
relationship between the electric potential and the perturbed
field lines can completely change the structure of the wave
in the plasma rest frame, and thus change the charac-
ter of the ponderomotive potential experienced by charged
particles. In particular, the plasma-frame waves from isopo-
tential field lines are perpendicularly polarized due to the
Lorentz invariance of E · B, with a magnitude that depends
on the integral of the perturbing field. In contrast, when
the isopotential surfaces are not perturbed by the wave, the
plasma frame waves are parallel polarized, with a magni-
tude that depends on the local perturbing field amplitude.
We also leveraged several key parameters, familiar from
hot-plasma ponderomotive wave theory [50,51] and nonlin-
ear resonance-broadening theory [44,45], to determine the
validity limits of the cold-plasma ponderomotive theory.
Single-particle simulations confirmed the theory and its region
of validity.

In light of this work, it is clear that, while ponderomo-
tive end plugging represents a significant opportunity, there
are several important outstanding problems to address. First
and foremost, of course, is the question of determining the
proper isopotential structure, which depends on a complex
wave propagation problem [38,39,52–55] that in general dif-
fers dramatically depending on the specific wave excited in
the rotating plasma. This problem is already complicated
even for a weak ponderomotive potential, where the plasma
can be treated as approximately uniform. For the application
to a strong ponderomotive potential, as is desirable for end
plugging, proper treatment of the behavior of the bulk plasma
requires self-consistency between the plasma density and the

potential, so that the wave dielectric tensor actually changes
within the end plug, possibly changing the nature of the wave.
While this self-consistent problem is complex, the analysis
here provides a mapping between the (currently unresolved)
wave structure of the perturbation and the resulting pondero-
motive potential, with gyroresonances becoming important
only when the electric potential structure is perturbed along
with the magnetic field structure.

Second, we explored here only a small region in the
large space of possible ponderomotive wall geometries, which
might have a large impact on their behavior. As an example,
if the slab wall we considered also had a large constant By

component, a single field line would experience both positive
and negative Bx, and thus it would not diverge as far from its
starting position, which would change the strength of the wall
considerably.

Ultimately, what this study exposes is a fundamental sub-
tlety in the theory of ponderomotive forces, namely that the
way in which the electric potential relaxes upon perturbed
magnetic field lines can have dramatic effects on both the
nature and the efficacy of the ponderomotive walls produced
by those perturbations.
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