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Abstract 

M 
ICROINSTABILITY DRIVEN TURBULENCE IN TOKAMAKS is 
studied via numerical simulation of a comprehensive fluid model. For 
the ions, toroidal gyrofluid equations are derived which contain accu

rate models of the kinetic effects arising from toroidal VB and curvature drifts, 
parallel Landau damping and its inverse, finite Larmor radius effects, and trapped 
ion effects. For the electrons, sophisticated bounce averaged trapped electron fluid 
equations are derived which model the toroidal precession resonance and use a 
Lorentz collision operator for pitch angle scattering. These coupled ion and elec
tron equations can simultaneously describe the nonlinear evolution of toroidal ion 
temperature gradient driven instabilities and trapped electron modes, and provide 
realistic nonlinear calculations of ion and electron heat fluxes and particle fluxes. 
These equations are solved in a reduced flux tube geometry, formulated in general 
magnetic coordinates. This technique exploits the elongated nature of microin
stability driven turbulence, which has long parallel scales and short perpendicular 
scales. The reduced simulation volume allows high resolution simulations in realis
tic tokamak geometry, fully retaining important toroidal effects such as good and 
bad curvature. These toroidal simulations predict much larger thermal transport 
than found in simplified sheared slab geometry, bringing the predictions up to ex
perimentally measured levels. The turbulent fluctuation spectrum is peaked at long 
wavelengths compared to the fastest growing linear modes, and the fluctuation spec
trum is anisotropic in kr and kg, as seen in experimental fluctuation measurements. 
The nonlinear generation of sheared E x B flows is found to play an important role 
in the development and saturation of this turbulence, and the damping of these 
flows is carefully investigated. Finally, the predicted transport from these simula
tions is compared with experiment. The simulations underestimate the transport 
near the plasma edge, but encouraging agreement is found between the predicted 
and measured ion and electron heat transport in the core. 
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Chapter 1 

Introduction 

D 
EVELOPING AN UNDERSTANDING of turbulent transport in toka
maks has been a primary goal of magnetic confinement fusion research for 
decades. The main goal of this thesis is to develop techniques for mak

ing quantitative predictions of tokamak turbulence. These predictions can then be 
compared with present experiments, and used to aid in the design of future fusion re
actors. While much progress has been made in both the theory of microinstabilities 
and experimental measurements of turbulent fluctuations in tokamaks, quantitative 
comparisons between experiment and non-empirical theories have been unsatisfac
tory in the past. This thesis presents new toroidal gyrofluid equations and nonlinear 
simulations which provide perhaps the most promising direct comparisons between 
first principles theory and experiment to date, both in levels of transport and fluc
tuation spectra, for actual tokamak parameters. Several advances are presented in 
this thesis which have been ignored in previous simulations and make these com
parisons favorable, primarily: the inclusion of destabilizing toroidal effects ignored 
in slab theories, the use of an efficient flux tube simulation geometry for three di
mensional high resolution nonlinear simulations in realistic tokamak geometry, the 
self-consistent evolution of small-scale turbulence generated sheared flows and real
istic damping of these flows, and the inclusion of nonadiabatic electron dynamics 
with a sophisticated trapped electron fluid model. 

1 



2 Chapter 1. Introduction 

1.1 Motivation 

In all tokamak experiments, the particle and heat losses greatly exceed the neo
classical predictions which result from collisional diffusion. However, fluctuation 
measurements in tokamaks invariably see small scale ( compared to the size of the 
tokamak, but large compared to the De bye length, An) and low frequency ( com
pared to the plasma frequency, Wpe) fluctuations which apparently enhance transport 
above collisional levels. These fluctuations are believed to arise from microinsta
bilities primarily driven by the temperature and density gradients inherent in any 
confinement device. The fastest growing microinstabilities typically have per
pendicular scales on the order of the ion gyroradius, k1-Pi rv 1/2, where the ion 
gyroradius, Pi = Vti/Oi , and frequency and growth rate scales on the order of the 
diamagnetic drift frequency, w* = kopivtd Ln . Here v;i = Ti/mi is the ion thermal 
velocity and Ln = -( d ln n0/ dr )- 1 is the equilibrium density scale length. Based 
on mixing length estimates, the simplest description of the nonlinear saturation of 
these instabilities, these fluctuations should lead to particle diffusivities, D, and 
heat diffusivities, X, which scale as 

6.x 2 1 1 pfvti D, X rv -- rv -2 rv ----. 6-t k 1- k1-Pi Ln 

Assuming that the dominant fluctuation scale is set by the fastest growing modes 
(k1-Pi rv 1) yields the "gyro-Bohm" diffusivity, DgB rv pfvtd Ln . While this leads to 
reasonable estimates for global energy confinement times [PERKINS, 1990], it has 
several problems. The most striking disagreement is in the variation of fluctuation 
levels and diffusivities with minor radius. Experiments show that x and fluctua
tion levels increase with increasing minor radius, while the gyro-Bohm x decreases, 
because of the T312 dependence. The gyro-Bohm x is thus too high in the core, 
and too low at the edge, see [HORTON et al., 1992]. Additionally, using I and k.1-

from the fastest growing mode usually predicts diffusivities less than those measured 
in experiments. Another problem is that the experimentally measured fluctuation 
spectra peak at k1-Pi R::: 0.1 - 0.2 [FONCK et al., 1993], not at the fastest growing 
wavelengths. The mixing length formula above shows that the largest eddies ( small
est k1_ ) are the most dangerous and cause the most transport. This emphasizes the 
need to understand where the fluctuation spectrum peaks, i. e. why the dominant 
scale is at k.1-Pi rv 0.1 - 0.2, and not at the fastest growing scales or the longest 
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possible scales, k1- Pi rv Pi/a rv 0.003. Many versions of this mixing length estimate 
have been proposed which compensate for the long wavelength peak in the spec
trum, for example, using the maximum 1/k� rather than I and k1- for the fastest 
growing mode. An understanding of the nonlinear dynamics at a level beyond the 
simplest mixing length estimates is clearly needed, and nonlinear simulations can 
help sort out these various possible scaling relations. 

Theoretical predictions of turbulent transport beyond this simple estimate 
are quite challenging. The evolution of the turbulence is intrinsically nonlinear and 
three dimensional. In addition, microinstabilities are strongly influenced by kinetic 
( velocity space) effects, since present day tokamak plasmas are in the long mean 
free path regime. Future experiments and reactor grade plasmas will also be in this 
regime. Either velocity space effects must be accurately modeled in fluid equations, 
or a kinetic approach which resolves velocity space is necessary, making the prob
lem five dimensional. Our approach has been to develop simplified fluid equations 
which retain accurate models of the important physics for tokamak transport; pri
marily, long mean free path effects leading to Landau damping and its inverse, from 
both parallel free streaming and toroidal VB and curvature drifts. These reduced 
equations allow the use of high resolution, three dimensional, nonlinear computer 
simulations to investigate the turbulent dynamics in realistic tokamak geometry 
without further approximation. Most previous theories of tokamak turbulence have 
necessarily used either simplified dynamics, simplified geometry, or simplified non
linear analysis: mixing length or quasilinear estimates, weak turbulence theory, or 
lower resolution computer simulations. 

The combination of more accurate fluid models and fully nonlinear three 
dimensional simulations in toroidal geometry have resolved some of the aforemen
tioned discrepancies between theory and experiment. In the simulations presented 
here, the peak in the fluctuation spectrum is at longer wavelengths than the fastest 
growing wavelengths ( also seen in full torus gyrokinetic particle simulations [PARKER 
et al., 1993]) . These toroidal gyrofluid simulations find much higher transport levels 
than the simplest mixing length estimates or sheared slab simulations, and bring the 
predictions up to the measured levels. Finally, part of the discrepancy in the radial 
dependence of x is remedied by our toroidal gyrofluid equations, which give more 
accurate linear growth rates than have previous fluid theories. If the instabilities are 
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nearly stable in the core and strongly unstable in the edge, or if some dependence 
on local parameters causes nonlinear saturation levels to increase near the edge, the 
radial variation of predicted and measured transport is in much better agreement. 
Recent comparisons between experiment and a transport model based on simula
tions with our toroidal gyrofluid code and linear fully kinetic calculations indicate 
that this is the case in the core (r/a < 0. 85) of L-mode type discharges [DORLAND 
et al., 1994b; KoTSCHENREUTHER et al., 1994a]. Direct comparisons of the nonlin
ear toroidal simulations developed here with a TFTR L-mode discharge, presented 
in Chapter 6, show reasonable agreement, which encourages us to continue adding 
more physics to this code to try to explain a wider range of experimental conditions. 

1.2 Brief Historical Review 

The host of different of plasma instabilities can make a first foray into the microin
stability literature quite daunting. An important guide to understanding this zoo 
is that all microinstabilities which may be considered relevant for tokamak turbu
lence are accurately described by the nonlinear electromagnetic toroidal gyrokinetic 
equation [FRIEMAN and CHEN, 1982] ( with an appropriate collision operator) for 
all plasma species: ions, impurities, beams, and electrons (though the drift ki
netic equation can be used for the electrons since the electron gyroradius is small) . 
The wide range of instabilities in the literature arises from making assumptions 
that simplify this fundamental equation: each simplification generally isolates an 
instability, and it is given a new name. Even linearly, the complexity of the gy
rokinetic equation makes it difficult to solve, and full solutions are only available 
numerically [REWOLDT et al., 1987; KOTSCHENREUTHER et al., 1994b]. Before 
proceeding chronologically, it is useful to have the basic results from these com
prehensive numerical solutions in mind. These kinetic calculations show that for 
realistic tokamak parameters (low (3 and low collisionality) the dominant instability 
is either the toroidal Ion Temperature Gradient (ITG) driven instability (also called 
the T/i mode) or the Trapped Electron Mode (TEM), and that either the toroidal 
ITG mode or the TEM is linearly unstable or nearly unstable for measured toka
mak parameters. Some of the distinction between the ITG and TEM is artificial, 
since ion and trapped electron dynamics affect both modes. The distinction arises 
because the toroidal ITG mode is primarily driven by the ion temperature gradi-
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ent and the TEM is primarily driven by the trapped electron toroidal precession 
resonance. At higher (3, kinetic versions of ideal MHD ballooning modes can be 
driven unstable [REWOLDT et al., 1987], but tokamaks usually operate below this 
(3 limit, and electromagnetic corrections to the basic electrostatic instabilities are 
usually small. The toroidal ITG and TEM are thus the most promising candidates 
for explaining anomalous transport in tokamaks, and have been the focus of much 
work in this area. Variations of these instabilities are the most likely cause of the 
observed density and temperature fluctuations in large tokamak experiments, with 
the possible exception of the extreme edge. 

Some of the maJor simplifications which have been used in the past are 
local vs. nonlocal treatment, simplified magnetic geometry, and fluid vs. kinetic 
treatment. In the local approximation, each Fourier harmonic of the perturbations 
is assumed to be independent, while physical inhomogeneities may couple these 
harmonics. Nonlocal treatment takes this coupling into account, and turns the lo
cal algebraic dispersion relation (zero-dimensional) into a one- or two-dimensional 
differential or integral equation in space. The nonlocal eigenmode is then a super
position of many coupled Fourier harmonics. The simplest magnetic geometry is an 
unsheared slab where B is straight and constant. The next level of complication is 
a sheared slab, where B is still constant, but the field lines twist. This couples the 
radial and parallel directions ( kr and k 1 1 ) and makes the linear problem spatially 
one dimensional. In more realistic toroidal geometry where B also varies with ma
jor radius, toroidal VB and curvature drifts become an important destabilization 
mechanism, both through fluid-like and kinetic effects. In addition, the poloidal 
variation of the VB and curvature drifts introduce coupling of different poloidal 
harmonics (kg's) , making the problem two dimensional. Fully nonlocal investiga
tions in toroidal geometry awaited the development of the ballooning representation 
[CONNOR et al., 1979], which reduces the problem back to one dimension by exploit
ing the perpendicular scale separation between the equilibrium and the fluctuations. 
Finally, to avoid the additional complexity of resolving velocity space, many ear
lier works were based on fluid equations which did not capture the kinetic effects 
of phase mixing and wave-particle resonances. Kinetic effects are often important 
for microinstabilities, and accurate stability calculations based on fluid equations 
require models of these effects. 
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The ITG mode can be isolated from the TEM by assuming that the electrons 
are adiabatic, which removes the trapped electron drive. The earliest investigations 
of the ITG instability were in simplified magnetic geometry, first in an unsheared 
slab [RUDAKOV and SAGDEEV, 1961] and later in a sheared slab [COPPI et al., 
1967]. The magnetic shear and Ti/Te dependence of the threshold for instability 
was fully treated by [HAHM and TANG, 1989] in the small ion gyroradius limit, 
including kinetic effects. In an unsheared or sheared slab, the ITG mode is basi
cally an ion acoustic wave driven unstable by the ion temperature gradient. Later 
investigations revealed that in more realistic toroidal geometry the ITG mode can 
be strongly destabilized by VB and curvature drifts, and becomes the interchange
like toroidal ITG mode [HORTON et al., 1981; COPPI and PEGORARO, 1977]. The 
toroidal ITG mode is unstable if 'T/i > rt'tt , where 'T/i = Lnd Lri · In these early 
oversimplified fluid limits rttt � -1 [HORTON et al., 1981], although rttt also de
pends on k�pf and En = Lni / R. Later work began including the kinetic effects 
of parallel and toroidal drift resonances, usually keeping either parallel or toroidal 
drifts, but not both . [GUZDAR et al., 1983] retained the parallel resonance in a 
nonlocal treatment, while [T ERRY et al., 1982; BIGLARI et al., 1989; ROMANELLI, 

1989] retained the toroidal resonance in the local limit. Both of these approaches 
show that the kinetic rttt � 1, demonstrating the importance of kinetic effects on 
the toroidal ITG mode. In the flat density limit where En --+ oo, the stability cri
terion actually becomes a criterion on Ltd R instead of 'T/i [TANG et al., 1986], and 
Ltd R < L�fit / R for instability. In the purely toroidal local kinetic limit ( ignoring 
k 1 1 and parallel Landau damping) , [BIGLARI et al., 1989; DOMINGUEZ and ROSEN

BLUTH, 1989] find L�fit / R � 0. 35. The fully toroidal nonlocal kinetic calculations 
by [DONG et al., 1992] are very complete within the context of adiabatic electrons 
and ignoring trapped ion effects. These results clearly demonstrate inadequacies in 
the local approximation. For example, in the local approximation the safety factor, 
q, and magnetic shear parameter, s = (r/q)8q/8r, do not enter (although a q de
pendence can be introduced by assuming k 1 1 = 1/qR in local calculations) .  Fig. 7 
of [DONG et al., 1992] shows a strong dependence of the toroidal ITG growth rate 
on s, an effect which is completely missed within the local approximation. 

Impurities and beams can also affect the toroidal ITG mode. If the impurity 
density is outwardly peaked (inverted) , impurities can be strongly destabilizing, as 
was first shown in an unsheared slab by [COPPI et al., 1966]. Later nonlocal in-
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vestigations in sheared slab geometry [TANG et al., 1980] confirmed that inverted 
impurity density profiles can be strongly destabilizing, and that inwardly peaked im
purity density profiles are strongly stabilizing. That these trends persist in toroidal 
geometry was shown in the fully toroidal kinetic calculations of [DONG et al., 1994]. 
Thus the radial variation of Zeff is potentially an important stability parameter, 
and if Zeff is peaked near the edge, this impurity destabilization may increase theo
retical transport predictions in the edge, bringing them into closer agreement with 
experiment, as pointed out by [DORLAND et al., 1994a]. The effects of impurities 
(strongly stabilizing with flat Zeff) and beam ions (weakly stabilizing) have also 
been demonstrated in comprehensive toroidal kinetic calculations of the toroidal 
ITG mode [KOTSCHENREUTHER et al., 1993], and the effects of a non-Maxwellian 
beam distribution have been investigated by [REWOLDT and TANG, 1990] for both 
the toroidal ITG mode and TEM. 

Another complication is the effect of trapped ions. When the mode time 
scales fall below the ion bounce frequency Wbi = Vf-Vti/ q R, trapped ion effects 
become destabilizing. Since the toroidal ITG mode typically has w "' kgpivtd R, 
trapped ion effects are important for long wavelengths, kgpi « VE/q. Although the 
trapped-ion mode and toroidal ITG mode are often considered distinct, the toroidal 
ITG mode gradually evolves into the trapped ion mode at long wavelengths. The 
work of [Xu and ROSENBLUTH, 1991] includes trapped ions, but assumes adiabatic 
electrons. 

For more complete instability calculations, the adiabatic electron assumption 
must be relaxed. The dominant contribution to the nonadiabatic electron response 
comes from the bounce averaged trapped electron response; the passing electrons 
and non-bounce-averaged trapped electron response are usually weak [REWOLDT 
and TANG, 1990]. The early work on electron driven instabilities usually isolated 
the effects of electrons by either assuming cold ions, which considerably simplifies 
the analysis but removes the ITG mode, or by using a fluid ion approximation. The 
TEM was first investigated in the local approximation, with fluid ions and kinetic 
trapped electrons, with [ ADAM et al., 1976] and without [LIU et al., 1976] electron 
toroidal precession drifts. The nonlocal calculation with fluid ions, neglecting ion 
toroidal drifts, was performed by [CATTO and TSANG, 1978]. A nonlocal calcula
tion using the ballooning representation including ion toroidal drifts, for small k1-Pi 
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was presented in [CHENG and CHEN, 1981]. There is a somewhat artificial distinc
tion between the dissipative (DTEM) and collisionless ( CTEM) trapped electron 
modes, since the transition between them is smooth, and they are slightly different 
versions of the same instability. 

The "ubiquitous mode" of [COPPI  and REWOLDT, 1974; COPPI  and PEGO
RARO, 1977] is the short wavelength ( k 1-Pi .2: 1) version of the instabilities considered 
above. 

In toroidal geometry, when full kinetic ions and electrons are both consid
ered, whether the toroidal ITG mode or TEM will dominate is primarily a function 
of the parameters 'T/i , 'T/e = Lne / Lre , En , and electron collisionality, V* e · When 
'T/i > rttt ( or Ltd R < L�fit / R in the flat density gradient limit) , the toroidal ITG 
mode dominates, but can be further destabilized by the trapped electron precession 
resonance. Below the ITG threshold, the TEM can still exist if v* e is sufficiently 
small. Because electron temperature gradients can destabilize the trapped electron 
mode, whether or not the TEM will be unstable below rttt depends on 'T/e and En . 
If the electron collisionality is large enough, the TEM drive is removed, and the 
plasma can be completely stable for 'T/i :S 1. 

The nonlinear saturation of these instabilities and the resulting transport is 
of great interest and has been considered by many authors. Because of the difficulty 
of nonlinear analysis, much of this work has been based on simplified fluid mod
els and sheared slab geometry, and has focused on the ITG mode, beginning with 
the early fluid simulations by [HORTON et al., 1980]. In an analytic fluid theory, 
[LEE and DIAMOND, 1986] calculated the transport expected from ITG turbulence 
in a sheared slab, at a much greater level of detail than mixing length estimates. 
Later, [TERRY et al., 1988] argued that higher radial eigenmodes strongly increase 
the predicted slab ITG ion heat transport, suggesting that ion temperature profiles 
would remain close to marginality. These analytic theories required a number of 
uncertain assumptions and approximations. The three dimensional direct simula
tions of [HAMAGUCHI and HORTON, 1990] resolved a number of these uncertainties 
and lead to a more reasonable scaling with shear and ('T/i - rttt) .  However, as a 
fluid model, it still neglected some important kinetic effects. The importance of 
kinetic effects on microinstabilities stimulated the development of gyrokinetic par
ticle simulations [LEE, 1983; DUBIN et al., 1983; LEE, 1987], used to investigate 
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the sheared slab ITG mode in [LEE and TANG, 1988]. The sheared slab gyrokinetic 
particle simulations by [KOTSCHENREUTHER et al., 1991] showed that fluid simu
lations without kinetic effects overestimate the ITG driven transport by a factor of 
ten. Recent work has focused on including kinetic effects in improved fluid equa
tions by using closure approximations which model Landau damping [HAMMETT 
and PERKINS, 1990] and FLR effects. These slab gyrofluid simulations [DORLAND, 
1993] find reduced transport compared to previous fluid simulations, bringing them 
into agreement with gyrokinetic particle simulations [PARKER et al., 1994]. 

These improved slab ITG gyrofluid simulations [DORLAND et al., 1992; DOR
LAND, 1993] also revealed that turbulence-generated sheared flows play an impor
tant role in the development and saturation of ITG turbulence, an effect which had 
previously been investigated as a mechanism for the H-mode transition [DIAMOND 
and KIM, 1991; BIGLARI et al., 1990]. This effect had also been seen in simulations 
of resistive drift waves [HASEGAWA and WAKATANI, 1987] and resistive pressure 
gradient driven turbulence [CARRERAS et al., 1991], which tended to emphasize the 
edge. Both slab and toroidal [BEER et al., 1992; HAMMETT et al., 1993] gyrofluid 
simulations showed that this is also an important effect in the plasma core, and 
for all modes with near-adiabatic electron response. This effect had been missed in 
most previous ITG simulations because of limitations in the adiabatic response or 
in the treatment of the (kg = 0, k 1 1 = 0) mode and boundary conditions. Recent 
gyrokinetic particle simulations have also seen this effect [COHEN et al., 1993]. The 
importance of the generation and damping of sheared flows is even more pronounced 
in the toroidal ITG simulations [BEER et al., 1992; HAMMETT et al., 1993; WALTZ 
et al., 1994a] than in a sheared slab. 

The obvious need to consider toroidal ITG turbulence was addressed with 
Braginskii-based fluid simulations first in a local 2D approximation (with k 1 1 = 1/qR 
fixed) [WALTZ, 1986], and then in full 3D toroidal geometry [WALTZ, 1988]. The 
latter work used a rough model of Landau damping, rather than collisional based 
dissipation, and was one of the first in this regard. Analytic estimates of toroidal 
ITG transport were presented in [BIGLARI et al., 1989]. Increasing computational 
power allowed full torus [PARKER et al., 1993] and toroidal annulus [DIMITS et al., 
1994] gyrokinetic particle simulations. Meanwhile, the slab gyrofluid equations were 
extended to include the kinetic effects of toroidal drifts [WALTZ et al., 1992], and 
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later improved to include more accurate models of toroidal drifts and the effects of 
trapped ions [BEER et al., 1993]. These toroidal gyrofluid equations are simulated 
using a reduced flux-tube simulation geometry described in this thesis, allowing high 
resolution toroidal ITG simulations with kinetic effects. These simulations predict 
much larger transport than gyrofluid and gyrokinetic sheared slab simulations, re
viving the notion that profiles may be forced to remain near marginality [DORLAND 
et al., 1994b; KoTSCHENREUTHER et al., 1994a]. Recently, the trapped electron 
fluid equations presented in this thesis have been implemented in fully nonlinear 
simulations including both the trapped electron drive and the toroidal ITG drive. 

A personal and readable perspective on the progress and challenges in under
standing plasma turbulence through 1986 can be found in [WALTZ, 1989]. A broader 
review through 1990 can be found in the U. S. DoE Transport Task Force Reviews 
on Anomalous Transport in Tokamaks in the December 1990 issue of Physics of 
Fluids B. 

1 .3 Simple Physics of the Toroidal ITG Driven 
Instability 

Because the toroidal ITG instability is a likely cause of the observed density and 
temperature fluctuations in experiments, in this section the basic mechanism of the 
toroidal ITG instability is presented in the spirit of Cowley's picture of the slab ITG 
mechanism [COWLEY et al., 1991]. This rough picture will be based on a simple 
fluid model, and later chapters will introduce more physics to make our description 
of this instability more complete. Since later chapters will get quite complicated, 
it is useful to have in mind a rough picture of the structure and dynamics of these 
modes, and of the turbulence which ensues. 

Before developing our model equations, we begin with a brief outline of the 
dynamics. The toroidal ITG mode is primarily driven by bad curvature effects, 
while the slab ITG mode is driven by parallel dynamics. Thus the toroidal version 
of this instability ( the one most relevant to actual tokamak experiments) can be 
roughly described by ignoring the parallel dynamics altogether. This simplification 
will lead to reasonable estimates for growth rates, but cannot give the correct mode 
structure or the nonlinear evolution of the mode, since parallel Landau damping 
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is the dominant damping mechanism nonlinearly. The essential difference between 
the slab and toroidal ITG modes is the inclusion of the toroidal VB and curvature 
drifts. For low-)3 equilibria, the toroidal VB and curvature drifts can be combined 
into: 

v� + v:/2 
vd = 

OB 2 B x VB. (1. 1) 

Consider a pressure perturbation with kr « kg on the outer mid plane of the tokamak 
as shown in Fig. 1.1. The toroidal VB and curvature drifts, vd, are down. Because 
of the velocity dependence of v d ,  hot particles will drift down faster than the cold 
particles, increasing the density below the hot spots and above the cold spots. The 
ion density perturbation produced by v d in turn causes a potential perturbation via 
quasineutrality, producing the electric field as shown. This electric field induces a 
radial E x B drift, which convects hotter plasma into the hot spots and colder plasma 
into the cold spots, causing the perturbation to grow. On the inner midplane, where 
V p0 is reversed but VB points in the same direction, this feedback mechanism is 
shut off. In this case the toroidal drifts produce the same density perturbation and 
electric field, but now E x B convection brings hotter plasma into the cold spots 
and colder plasma into the hot spots, so the perturbations are damped. 

Our derivation of this instability is based on a simplified limit of the gyroki
netic equation. Setting ku = 0, and ignoring finite Larmor radius effects, the drift 
kinetic equation is (the full toroidal gyrokinetic equation is given in Eq. (2.2) ) :  

a a � � 
-
8 

( FB) + V - [FB (vE + vd) ] + -
8 

[FBvu (b - Vb) - vE] = O. (1. 2) 
t V u  

Here V E  = ( c/ B 2 )B x V <I> is the E x B drift velocity, and <I> is the perturbed elec
trostatic potential. The gyrokinetic equation is written here in conservative form, 
and the combination F B appears because B is the Jacobian of the transformation 
from (v u , v_1_ ) to the (v u , µ) variables used here, where µ = v:/2B is the magnetic 
moment adiabatic invariant. The 8 / 8v u term conserves toroidal angular momen
tum: an E x B drift which moves a particle in major radius (b · Vb is in the VB 
direction) causes a parallel acceleration. 

Simplified fluid equations can be derived by taking moments of Eq. (1. 2) 
over velocity space. For example, the particle density is: 

n = j d3vF = 21r 1-: dv u 
fo00 

dµBF (1. 3) 
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Figure 1.1: Simple picture of the toroidal ITG instability mechanism on the outer 
midplane of a tokamak. The velocity dependence of the downward VB and curva
ture drifts cause ion density build-up below the hot spots and above the cold spots. 
This produces the electric field, which E x B convects hotter plasma into the hot 
spots, and colder plasma into the cold spots. On the inner midplane where \7p0 

is reversed with respect to VB, colder plasma is convected into the hot spots, and 
this feedback mechanism is shut off. 
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When taking moments of Eq. (1.2) ,  the v� and v:/2 in vd introduce the parallel 
and perpendicular pressures into the density equation, p 1 1 = J d3v mv� F and P1- = 
J d3v (mv:/2) F. To avoid the complexity of evolving p 1 1 and P1- separately (as in 
Chapter 2) , for the present simple model, assume that v� = v:/2 when taking 
moments of this term, i.e. , the curvature drift is replaced by the VB drift. This 
is commonly called the VB approximation [TERRY et al., 1982]. The differences 
between the VB model and the constant energy resonance model, v�  +v:/2 = 2( v� + 
v:)/3 [ROMANELLI and BRIGUGLIO, 1990], will not appear within the context of 
this simple fluid model. Integrating Eq. (1.2) over velocity space gives the evolution 
of the perturbed density: 

�: + V · [nvE + 
m�B2 B x V BJ = 0, (1. 4) 

where the pressure p = J d3v (mv2)/3 = J dv 1 1 J dµBFm (v� + 2µB)/3 � J dv 1 1 J dµ 
BFmµB in the VB approximation. Breaking the density into equilibrium and 
perturbed parts, n = n0 + ii: 

8ii 2 
at + VE . Vno + VE . Vii + noV . VE + 

mf!B 2
B X VB . Vp = 0. (1. 5) 

The second term is the E x B convection of the equilibrium density gradient, and 
the third term is the nonlinear convection of the perturbed density. In the fourth 
term, as shown in Chapter 2, V · VE = (2c/ B3 )B  x VB · V<I>. This term arises from 
the variation of B with major radius in a tokamak; V · VE = 0 if B is constant, as 
in a sheared slab model. Also discussed in Chapter 2, V · [ (1/f!B 2 ) B  x V BJ � 0, 
so it comes out of the divergence, leaving the v d term above. The divergence of the 
v d drift comes from the fact that hot particles VB drift faster than cold particles, 
as shown by Eq. (1.1  ) ,  so pressure perturbations cause density perturbations. The 
toroidal angular momentum conserving term vanishes upon integrating over v 1 1 • 

The notation can be simplified by normalizing perturbed quantities to their 
equilibrium values, n = ii/no, p = p/p0 , <I> = e<I> /Tio , where p0 = n0 T0 , and 
introducing the diamagnetic drift and toroidal drift frequencies: 

. cTio 
zw* = 

B2 B x V n0 · V, 
e n0 

. cTio 
zwd = 

eB3 B x VB · V. 

(1. 6) 

(1. 7) 
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In the usual low aspect ratio tokamak geometry, with B = ( Bo"Ro/ R) (e¢ + r/qR0eg) , 
these frequencies become: w* = -kgpiVti/ Lni and Wd = -(pi vtd R) (kr sin O+kg cos 0) .  
In this discussion we will only consider non-inverted profiles, so L;;,/ = -d ln nio/dr 
and L:i.f = -d ln Tio/ dr are positive. The linearized density equation is then: 

(1.8) 

To find the evolution equation for the pressure, multiply Eq. (1.2) by mµ = 
m v :/2B and integrate over velocity to get: 

- - + V · -VE + d v F--vd = 0. 
a p [ P j 3 m v: l 
8t B B 2B 

(1.9) 

The toroidal drift terms now introduce the v � v : and v1 moments. The simplest 
way to evaluate these terms is to assume that F is Maxwellian: 

but with total (equilibrium plus perturbed) n, T1 1 , and T1_ . Then 

d3 F
m v 1- 1 1 1- B n B = P 11P1- P1- B n B J 

2 v 2 + v 2 /2 + 2 2 

v 
2B O B 2 x v nmf!B3 x v · 

(1. 10) 

(1. 11) 

This is effectively a closure approximation for the v � v : and v1 moments in terms 
of the lower known moments (n and p) .  Better closure approximations will be 
introduced in Chapter 2 which model the phase mixing associated with toroidal 
drifts and its related resonances. 

Again separating the equilibrium and perturbed parts, and approximating 

p 1 1 = P1- in Eq. (1. 11) , the pressure equation Eq. (1.9) becomes: 

a - 1 
a� + vE · Vpo + VE · Vp+poV· vE+Po BVE · \7  

B
+ 

no
;�

B 2 B x \7 B · \7 (6p-3nTo) = 0. 

(1. 12) 
Upon normalizing and linearizing, the V · VE and BvE · V( l/ B) terms combine to 
give 3iwil>, and the VE · Vpo term becomes -i ( l  + 7,li )w* <I> using 7,li = Lnd LTi · The 
pressure equation is then: 

(1. 13) 



1.3. Simple Physics of the Toroidal ITG Driven Instability 

For normal modes, the pressure and density are given by: 

W* Wd Wd 
n = -- <I> + 2- <I> + 2-p, 

w w w 

-w* ( l  + 7,li ) <I>  + 3wd <I>  - 3wdn 
p -- w - 6wd · 

15 

(1. 14) 

(1. 15) 

Although k 1 1 has been ignored so far, in reality these modes have k 1 1 "'"' 1/qR. 
Because of their fast parallel motion, the electrons are nearly adiabatic ( k 1 1vte "'"' 
Vte/qR » w "'"' w*) ,  and the perturbed electron density is given by ne /n eo = eif>/Teo 
Nonadiabatic electron response, which primarily comes from trapped electrons, can 
significantly affect these modes in some regimes, and will be considered in Chapter 
3. The perturbed densities are quasineutral, since k)..n « 1. Keeping the small 
b = k1_pf limit of the polarization density, Eq. (2.9) ,  the perturbed electron and ion 
densities are related by: 

e<I> 
n e = ni - b-

T 
nio , 

iO 

Substituting ne = n eo eif> /Teo and again normalizing to n eo = nio , and <I> = eif> /Tio , 

or 

where T = Tio/Teo -

Tio 
-<I> = n - b<I> 
Teo ' 

(1.16) 

The dispersion relation for this simple model is quadratic, and is obtained 
by combining Eqs. (1. 14) , (1. 15) , and (1.16) : 

( T + b )w2 + w [ -6wd ( T + b) + w* - 2wd ] + 6w] ( 1 + T + b) + 2w*wd ( 7,li - 2) = 0. ( 1. 1 7) 

with roots: 

(1. 18) 

J[6wd (T  + b) + 2wd - w* ]2 - 4(T + b) [6wJ ( l  + T + b) + 2wdw* (7li - 2) ] 
± �--------------------------

2( T + b) 
The growth rate from this simple model is shown in Fig. 1. 2 for 7,li = 2, T = 1, b = 0, 
and varying En = Ln / R. Also shown are the fully kinetic and gyrofluid growth rates 



16 

1 

0 . 8  

0 . 6  

0 . 4  

0 . 2  

- kinetic 

. . . . . . . .  gyrofluid 

- - - simple fluid 

,' 
, • '  

/ 
/ 

I
I 

.. . .
.
. · · · 

,' .:···· 
I /  

,, ....... 
, _. 
, _. 
,'/ 
I 

/ 

/ 
/ 

/ 

/ 
/ 

Chapter 1. Introduction 

· · · · - . . . 

0 �������������� 
0 0 . 1 0 . 2  0 . 3  0 . 4  0 . 5  

Figure 1.2: Comparison of kinetic, gyrofluid, and simple fluid growth rates of the 
purely toroidal ITG mode, for 'f/i = 2. Including models of kinetic effects signifi
cantly improves the accuracy of the gyrofluid results. 

corresponding to this purely toroidal limit, as found in Chapter 2. Including kinetic 
effects brings the gyrofluid results into much better agreement with kinetic theory 
than the simple model discussed here, but this simple model captures the gross 
features of the instability. 

In is instructive to first look at the flat density gradient limit, where Lni --+ 
oo, so En and 'T/i --+ oo. In this limit Eq. (1. 18) reduces to: 

3wd (T + b) + Wd J3wJ (T + b) 2 + WJ - 2wdw* ryi (T + b) 
w = ± ��������������� ( T + b) (T + b) (1. 19) 

To get instability, we need 2wdW* 'T/i ( T + b) > 3wJ ( T + b ) 2 + WJ . Clearly, WdW* 'T/i > 0 is 
necessary (but not sufficient) for instability, since the other terms inside the square 
root in Eq. (1.19) are positive. From this condition, it can be ascertained from 
the definitions of w* and wd in Eqs. (1.6) and (1.7) that Vp0 and VB must point 
in the same direction for instability ( "bad" curvature) , and if Vp0 and VB are 
anti parallel ( "good" curvature) the mode is stable. Because w* = -kgpivtd Lni and 
wd = -(piVti/ R) ( kr sin () + kg cos ()) ,  perturbations on the outer mid plane of the torus 
( () = 0) are unstable, while perturbations on the inner mid plane ( () = 7r)  are stable. 
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The dispersion relation Eq. (1.19) shows the stabilizing effect of Tio > Teo , 
( r  > 1) , both in the threshold for instability, because the stabilizing 3w] (r + b) 2 

term increases more rapidly with T than the destabilizing -2wdw* ryi (r  + b) term, 
and in the growth rate, because the ( T + b) in the denominator beats the Jr+b 
coming from the drive. This stabilization of the toroidal ITG mode from Tio > 
Teo is a likely mechanism for improved transport in supershots and hot-ion modes 
( in combination with relatively weak electron temperature gradients to keep TEM 
driven transport small) . The stabilizing effect of Ti > Te occurs by reducing the 
ion density perturbation produced by <I>, weakening the feedback mechanism that 
causes instability, as discussed below. In addition, Eq. (1.19) shows some of the 
stabilizing influence of finite Larmor radius (FLR) effects through b, though the FLR 
corrections in the density and pressure equations have been neglected. Physically, 
FLR stabilization occurs because the ions feel the averaged potential around their 
gyro-orbits, and this gyroaveraging reduces the response to high k1-Pi components 
of the potential. In the large 'T/i ( strongly unstable) limit, Eq. (1. 19) gives a purely 
growing root: 

w � ±i (1. 20) 

Since w* , wd ex k1- , the growth rate stops increasing with b near b = k:p; = 1. 
With the more complete FLR terms in Chapter 2, the growth rates peak around 
k1-Pi "'"' 1/2, and then drop. Though ignored in this simple model, the perturbed 
impurity and beam densities can also affect stability, as discussed in the previous 
section. 

In the slab limit, where En ----+ 0 so the toroidal terms vanish, the two roots 
of Eq. (1. 18) are neutrally stable, w = 0 (the ion acoustic wave) and -w*/(r + b) 
( the electron drift wave) . Parallel dynamics are necessary for instability in the slab 
limit. 

To see the physical mechanism of this instability, consider a perturbation on 
the outer mid plane in the large 'T/i limit, where the mode is purely growing ( 1 » Wr ) .  
Assuming T = 1 and neglecting FLR corrections ( b  = 0) , from Eq. (1.20) we find 

1 = Jryiwdw* = J2wdw*T· Eqs. (1. 14) and (1.15) become: <I> = -2wdp/w and 
p = -w*ryi <I>/w. Using <I> = <I> exp[ikgr0 0 - iwt] and p = p exp[ikgr00 - iwt + ia], 
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where <I> and p are real, 

<I> (  0, t )  = �[<I> + <I>* ]/2 = <I> cos(kgr00) exp(,t) ,  

p( O, t )  = �[p + p* ]/2 = p cos(kgr00 + a) exp( 1t ) . 

From Eq. (1.15) , taking kg > 0, so w* < 0: 

. -ryw* -
pew = -. - <I> ::::} a = - 7r  /2, 

z, 

thus the perturbed pressure will be 1r /2 out of phase with the potential, leading to 
the density perturbations as shown in Fig. 1.1, and the instability mechanism from 
E x B convection of the equilibrium pressure. 

Now going back to the general dispersion relation, Eq. (1.17) , but assuming 
T = 1 and b = 0, the roots are: 

(1. 21) 

In this more general case, the E x B convection of n0 , and V · VE (the first two 
terms on the RHS of Eq. (1.14) are not negligible ( as they were in the large 'T/i limit) , 
so the phase shift between the density and pressure perturbations will not be 1r /2. 
This makes the mode propagate; it propagates in the ion direction for En > 1/8 and 
in the electron direction for En < 1/8. For b = 0 and T = 1, the quasineutrality 
constraint, Eq. (1.16) , gives n = <I>, so Eq. (1.15) becomes: 

p = -w* ( l  + 'T/i )  
<I>.  

w - 6wd 
(1.22) 

When the phase shift between p and <I> is large enough ( a = 0 or 1r for 1 = 0) , the 
feedback mechanism is shut off and the mode is stabilized. For this simple model, 
this occurs at: 

rtt
it = 1 + 16E� 

8 En 

and the mode is unstable for 'T/i > rttt . This is a reasonable approximation to the 
kinetic rt'tt , which is a also function of En , but is always greater than 2/3. In the flat 
density limit, En ---+ oo, ryyrit ---+ 2 En , so the critical 'T/i becomes a critical temperature 
gradient, Ls;j.j R = 0.5 from this simple fluid model, and instability requires Lr < 
LTc · The toroidal gyrofluid equations in Chapter 2 give L�c/ R = 0. 33, which is a 
better approximation to the kinetic L'f� / R = 0. 36. 
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Now consider a mode with kr -/:- 0, so the perturbations pictured in Fig. 1.1 
are tilted in the poloidal plane. At the outer mid plane, since sin O = 0, Wd is 
unchanged; also, w* is unchanged. The toroidal drifts still produce density per
turbations aligned with the pressure perturbations, and E x B convection is along 
these tilted perturbations, leading to the same instability. Thus the only effect of 
kr is to increase b = k: p; ,  which is stabilizing, so kr = 0 perturbations are the most 
unstable. 

In a real tokamak these perturbations are aligned with the magnetic field 
lines, since parallel Landau damping or phase mixing quickly damps any high k 1 1 
components. As a field line rotates around the magnetic axis (from Bp) ,  it samples 
both good and bad curvature regions. Minimizing k 1 1 while simultaneously localizing 
the modes in the bad curvature region leads to mode structures with k 1 1 � 1/qR, with 
large amplitude at the outer midplane and smaller amplitude at the inner midplane 
( "ballooning" mode structure) . In addition, magnetic shear causes the field lines on 
neighboring flux surfaces to rotate at different rates. The perturbations try to follow 
this twisting, which increases kr moving along the field line. This increases FLR 
stabilization away from the point where kr = 0. Thus the parallel mode structure is 
determined by the competition between minimizing k 1 1 , localizing the mode in the 
bad curvature region, and magnetic shear localization through FLR effects. 

These instabilities grow until the nonlinear E x B terms in Eqs. (1.5) and 
(1. 12) become comparable to the linear terms. For radially elongated modes as 
pictured in Fig. 1.1, Vii and Vp are nearly perpendicular to VE , so the nonlinearity 
is weak, allowing these modes to grow to large amplitude. However, these elongated 
modes may be susceptible to "secondary instabilities" [ COWLEY et al., 1991], and 
are strongly affected by radially sheared perpendicular flows, which stretch and twist 
the perturbations, enhancing decorrelation and reducing the fluctuation amplitudes 
[BIGLARI et al., 1990]. From this simple picture, we expect these modes to evolve 
into turbulent blobs with short perpendicular scales, k1-Pi � 1/2, and long parallel 
scales, k 1 1 "'"' 1/qR ( i. e. very elongated along the field line) , with ballooning mode 
structures. These gross features are in fact observed in the more complete nonlinear 
simulations discussed in Chapter 5. 
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1.4 Outline 

1 .4 . 1  Improved Toroidal Gyrofluid Equations 

The inclusion of VB and curvature drift effects is an important destabilization 
mechanism for tokamak microinstabilities. The growth rates for the toroidal ITG 
mode are typically three to four times higher than the growth rates of the slab ITG 
mode. Using models similar to [WALTZ et al. , 1992], toroidal gyrofluid equations 
with more accurate closure approximations to model toroidal phase mixing are 
derived in Chapter 2. These toroidal gyrofluid equations also incorporate models 
of parallel phase mixing [HAMMETT and PERKINS, 1990] and linear and nonlinear 
FLR effects [DORLAND and HAMMETT, 1993], although the linear FLR terms are 
slightly modified by toroidicity. The derivation presented in Chapter 2 is valid for 
finite k 1 1 , while [WALTZ et al. , 1992] focused on the purely toroidal (k 1 1 = 0) limit 
and a term to remove a singularity for finite k 1 1 was added a posteriori. 

Slab [DORLAND et  al. , 1992; DORLAND, 1993] and toroidal [BEER et  al. , 
1992; HAMMETT et al. , 1993] simulations revealed that an important nonlinear sat
uration process for tokamak turbulence is the nonlinear generation and damping 
of radially sheared "zonal" E x B flows ( flows which cause flux surfaces to rotate) . 
These sheared flows are very weakly damped in a sheared slab ( via classical viscos
ity) ; the dominant damping mechanisms arise from toroidal effects. The mirroring 
µb · VB term is included in these toroidal gyrofluid equations to provide accurate 
models of poloidal flow damping from magnetic pumping, and also to model the 
effects of trapped ions, which extend the validity of these equations into the trapped 
ion regime at low k!JPi · Finally, a Krook collision operator has been incorporated, 
important for poloidal flow damping in the Pfirsch-Schluter regime, and for colli
sional effects on very low frequency modes. 

1 .4 . 2  Fluid Models for Trapped Electrons 

Trapped electron models developed in this thesis have provided the first high resolu
tion three dimensional toroidal simulations which simultaneously include trapped
electron effects as well as the ITG drive, which we presented in [HAMMETT et al. , 
1994]. This enables realistic nonlinear calculations of the full transport matrix 
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( electron and ion heat fluxes and particle fluxes) . Previous ITG simulations us
ing adiabatic electrons had no electron heat flux or particle flux. A sophisticated 
trapped electron fluid model is derived in Chapter 3 which retains the pitch angle de
pendence throughout, as opposed to more simplified trapped electron models which 
assume that the electrons are deeply trapped [KADOMTSEV and PoGUTSE, 1970]. 
Retaining this pitch angle dependence is potentially important for advanced toka
mak configurations in the second stability regime or with reversed magnetic shear 
[KESSEL et al., 1994], where a major fraction of the trapped electrons have favorable 
toroidal precession drift, stabilizing trapped electron modes. Because these electron 
equations are bounce averaged, the fast parallel electron time scale is removed, and 
nonlinear simulations with trapped electrons are only about two times slower than 
simulations assuming adiabatic electrons. We can now study regimes where the 
collisionless or dissipative trapped electron mode (TEM) dominates over the ITG 
mode, or in mixed regimes where the TEM drive may double the growth rate of the 
ITG mode. These simulations can also investigate why the core of supershots are 
convection dominated, or search for "off-diagonal" pinch effects. 

1 . 4 . 3  Flux Tube Simulation Geometry 

Simulation of turbulence in a full tokamak is very challenging since one must simul
taneously resolve the machine size and the scales of the turbulence. The scale of 
the turbulence is on the order of the ion gyroradius, Pi , while the size of present day 
tokamaks is much larger, a/ Pi "'"' 500 - 1000, where a is the minor radius. This re
quires a very fine computational grid, and is slightly beyond today's computational 
capabilities for realistic a/ Pi · In Chapter 4 a reduced simulation geometry is pre
sented which resolves only a thin flux tube rather than the full torus, exploiting the 
elongated nature of the turbulence, which has short perpendicular scales but long 
parallel scales. This method allows high resolution simulations in realistic tokamak 
geometry, retaining the important toroidal effects of good and bad curvature. It 
is also applicable to non-tokamak magnetic configurations, and the formulation in 
Chapter 4 is presented in a form applicable to general magnetic geometry. The 
material in Chapter 4 is available as a PPPL report [BEER et al., 1994]. 
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1 .4 .4  Nonlinear Simulation Results  

The toroidal gyrofluid equations and bounce averaged trapped electron fluid equa
tions derived in Chapters 2 and 3 are solved via direct numerical simulation using 
the efficient flux tube geometry in Chapter 4. The most interesting physics results 
from these simulations are presented in Chapter 5. The importance of small scale, 
turbulence-generated, sheared poloidal rotation, and the damping of this rotation, 
is demonstrated. The damping rates of this rotation from magnetic pumping from 
the gyrofluid model are calculated and compared with neoclassical theory. The non
linear fluctuation spectra are peaked at long wavelengths compared to the fastest 
growing linear modes, and are anisotropic in kr and kg, similar to BES measure
ments [FONCK et al., 1993]. The fluctuation energy balance in the simulations shows 
that the dominant dissipation mechanism is parallel Landau damping, and that the 
dominant drive comes from equilibrium density and temperature gradients. Finally, 
nonlinear simulation results with trapped electrons are presented, where it is found 
that in moderate or low collisionality regimes, both ion and electron heat transport 
are strongly dependent on the electron collisionality and electron temperature and 
density gradients. 

1 .4 . 5  Comparison with Experiment 

In Chapter 6, results from these nonlinear simulations are compared against a TFTR 
L-mode discharge, using measured plasma parameters. The predicted transport lev
els are in reasonable agreement with those calculated from power balance ( SNAP) . 
The central transport is small because the linear drive is weak, and increases to
ward the edge as the linear drive increases. Near r / a ""' 0.8, the predicted transport 
falls off. Possible mechanisms which could increase the predicted transport in the 
edge are discussed. This behavior is very similar to that found in [DORLAND et al., 
1994b; KOTSCHENREUTHER et al., 1994a], where a transport model based on our 
toroidal gyrofluid simulations and linear kinetic theory was used to predict tem
perature profiles. The comparison with experiment is presented here to roughly 
demonstrate where we stand, and should be considered qualitative. Only one shot 
is compared here (though [DORLAND et al., 1994b; KoTSCHENREUTHER et al., 
1994a] looked at many shots) , and more detailed investigations are necessary. 



Chapter 2 

Derivation of the Toroidal 

Gyrofluid Equations 

T 
HE TOROIDAL GYROFLUID EQUATIONS describe the time evolution 
of a few moments of the gyrokinetic equation. We will concentrate on a 
set of six guiding center moments: the guiding center density, n, parallel 

velocity, u 1 1 , parallel pressure, p 1 1 , perpendicular pressure, p 1- , and the parallel fluxes 
of parallel and perpendicular heat, q1 1 and q1- , The toroidal gyrofluid equations 
presented here incorporate reliable models of most of the physics considered impor
tant for ion dynamics in tokamak turbulence. The moment hierarchy is closed by 
approximations which model the kinetic effects of collisionless phase mixing from 
parallel free streaming and toroidal VB and curvature drifts, and linear and non
linear FLR effects. The µb · VB force is included, which recovers some trapped 
particle effects and magnetic pumping. Ion-ion collisions are modeled with a simple 
Krook collision operator. Since the effects of ion collisions are usually weak, this 
should be sufficient. Probably the most significant limitation of these equations 
is the electrostatic approximation. This reduced set of nonlinear fluid equations 
is simple, yet accurate enough to be used in 3D high resolution direct numerical 
simulations of tokamak turbulence. 

23 
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2.1 The Toroidal Gyrokinetic Equation 

The starting point of the derivation of the toroidal ion gyrofluid equations is the non
linear electrostatic gyrokinetic equation in toroidal geometry [HAHM, 1988; FRIE
MAN and CHEN, 1982], see also [LEE, 1983; DUBIN et al., 1983; LEE, 1987]. The 
usual gyrokinetic ordering is used: 

(2. 1) 

where w is a typical frequency, 0 = eB / me is the cyclotron frequency, k 1 1 is a typical 
parallel wavenumber, k.1- is a typical perpendicular wavenumber, p = vt/0 is the 
gyroradius, v; = T /m is the thermal velocity, and L is a macroscopic ( equilibrium) 
scale length, e.g. the density scale length L;;,1 = -(1/na)Vna.  The equations derived 
in this chapter will apply to ion species, for which k.1-p "'"' 1 and w "'"' Wt = vt/qR: 
main ions, impurities, or a Maxwellian energetic component (e.g. , beam ions) . The 
ordering k.1-p "'"' 1 is a "maximal ordering" and allows for a subsidiary expansion 
k.1-p « 1 at a later time, although we will assume that k.1- isn't too small, i. e. , 
we will assume k.1- L » 1 .  The gyrokinetic equations (at least the version we are 
presently using) may need a generalization to be able to handle the plasma edge 
where equilibrium gradients may be short enough that k.1-L "'"' 1 and eiP /T "'"' 1 .  In 
Chapter 3 we will derive equations for the electrons by a very different approach, 
since they satisfy a different ordering: k.1-Pe « 1 and w « Wte · The gyrokinetic 
ordering removes the fast cyclotron time scale, which allows averaging over the gy
roangle, reducing the velocity space dimensions from three to two. It also retains 
the physics of strong turbulence even though the fluctuating quantities eiP /T and 
Fi / Fa are ordered small, since V Fi/V Fa "'"' 1 .  Thus the dominant E X B nonlin
earity is retained, and other nonlinearities are 0(  E) smaller. In conservative form, 
the resulting equation is: 

f) [ e A  A A A ] +� FB ( --b - VJaiP - µb - VB + v 1 1 (b - Vb) - vE) = B C ( F) ,  
uv 1 1 m 

(2.2) 

which is valid up to 0(  E ) . This equation describes the evolution of the gyrophase 
independent part of the guiding center distribution function F = F(R, v 1 1 , µ, t ) ,  
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where µ = vU2B, v 1 1 is the parallel guiding center velocity, and R is the guiding 
center position. This form is valid for a general magnetic field, and b is the unit 
vector in the direction of the magnetic field, B = Bb. The combination F B enters 
because B is the Jacobian of the transformation from ( v 1 1 , v _1_) variables to ( v 1 1 , µ) .  
Because finite Larmor radius effects are retained (k_1_ p "'"' 1) , the particles feel the 
gyroaveraged E X B drift, VE = ( c/ B )b X V J0 <l>, where J0 is the linear operator 
that carries out the gyroaveraging of the electrostatic potential. In Fourier space, 
this operator is the Bessel function J0 (k_1_v_1_/0) ,  where k_1_ is the perpendicular 
wavenumber of <I> , not of F . 

The VB and curvature drifts have been combined in 
2 

V d = � b X (b . Vb) + � b X VB . (2. 3) 

Using the equilibrium relations Vp = (1/c)J X B and (41r/c)J = V X B, and the 
identity b · Vb = (V x b) x b , this can be written: 

v� + µB 41rv� � 
V d = f!B2 B X VB + f!B2 b X VP, (2. 4) 

where the Vp term is negligible for {3 = 81rp/ B 2 « 1, i. e. b · Vb :::::: VB. (For 
larger {3 , or stongly rotating plasmas where nm iv · Vv is not ignorable in the 
equilibrium pressure equation, one simply needs to keep the curvature and VB 
drifts separately. Thus instead of w d  in Eq. (2.10) ,  one would use two operators: 
W'ii'B and w" . ) Toroidicity enters in Eq. (2.2) through the VB and curvature drifts, 
the v 1 1 (b · Vb) · VE toroidal angular momentum conserving term, through the non-
zero divergence of VE in toroidal geometry, toroidal FLR effects, and the µb · VB 
mirroring force. All these terms arise because B is not constant in general, in 
contrast to a sheared slab model. 

For ion species, collisional effects will be modeled with a particle, momen
tum, and energy conserving BGK operator [GROSS and KROOK, 1956] (ion-electron 
collisions are negligible) : 

C (Fj) = - L Vjk ( Fj - FMjk) , 
k 

(2. 5) 

where Vjk is the collision rate of species j with species k . Collisions between species j 
and k cause Fj to relax to a shifted Maxwellian, FMjk, with the appropriate density, 
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velocity, and temperature to conserve particles, momentum, and energy. Because 
F1 is small, FMjk can be linearized. For a single ion species plasma, this leads to: 

( 2.6) 

where v2 = v� + v: and T1 = (T1 1 1 + 2T1- 1 )/3. The generalization for multiple ion 
species can be found in [GROSS and KROOK, 1956; STRINGER and CONNOR, 1971]. 

Since the perturbations of interest satisfy k)..n « 1 ( An « Pi for typical 
tokamak parameters) , we will assume quasineutrality, ne = L Zj nj , where n e is the 
electron density, nj is the ion particle density (not the guiding center density) of 
the j 'th species, and Zj e is the species charge. The ion particle density is related 
to the guiding center density by [LEE, 1983; DUBIN et al., 1983; LEE, 1987]: 

Z · e<I> nj = nj - njo ( l  - f o) -J -, 
Tj 

(2. 7) 

where f0 ( bj ) = exp( -bj ) l0 ( bj ) ,  !0 is a modified Bessel function, bj = k:v;1-j/07 = 
k: pj , and v;1-j = T1-j/mj . The second term on the right hand side of Eq. (2.7) comes 
from the gyrophase dependent part of the distribution function, and is usually called 
the polarization density. The k1- in the polarization density term comes from <I>. 
The contribution to the particle density from the gyrophase independent part of the 
distribution function, nj , is 

(2.8) 

Here J0 operates on F1 , i. e. k1- comes from F1 . For a pure ion-electron plasma, with 
hydrogenic ions ( Z = 1) , the quasineutrality constraint then becomes: 

e<l> 
n e = ni - nio ( l  - f o) -, 

Ti 
(2.9) 

The equations derived in the remainder of this chapter are applicable for each ion 
species, but for simpler notation, we will drop the species index j and set Zj = 1. To 
incorporate multiple ion species, one simply evolves the moments for each species 
independently. Different species are coupled together through the quasineutrality 
constraint and through inter-species collision terms. 

We will now manipulate Eq. (2. 2) into a form convenient for deriving fluid 
equations. All of the toroidal effects except the µb · VB terms can be written 
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compactly using the notation: 
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iwd = (v;/OB 2 )B  x VB · V. (2. 10) 

Let us first look at the VB and curvature drift terms. For example, pulling 
(OB 2t 1 B X VB out of the divergence: 

1 2 2 [ 1 
] V · [FBvd] = 

OB 2 B x VB · V[FB (v 1 1 + µB)]  + FB (v 1 1 + µB)V · 
OB 2 B x VB 

the second term becomes: 

v . [-1
- B  x v BJ = -

1-v B . v x B c::::- o nB2 nB 2 

which is small for low (3 since the toroidal component of VB is zero and the current, 
J ,  is mostly toroidal. Thus, for low {J: 

V · (FBvd) = n�2 B x VB ·  V[FB (v� +  µB)]  = (1/v; ) iwd [FB (v� + µB) ]. (2. 11) 

In toroidal geometry, FLR effects are complicated by the fact that the ar
gument of J0 depends on B .  When deriving fluid equations by taking moments of 
Eq. (2.2) ,  it is easiest if F and J0 appear together, i. e. on the same side of spatial 
gradient operators. We now manipulate the terms in Eq. (2. 2) involving J0 <l> so 
gradients only act on the combination F J0 or F J1 . Defining a = k1.v1. /0, and 
recalling that the spatial gradients are taken holding v 1 1 and µ fixed, we can write: 

The E X  B term becomes: 

The divergence of the E X B drift can be written in the same form as the VB and 
curvature drift terms: 
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since again, V<I> is mostly perpendicular, and J is mostly toroidal. Writing V<1> = 
(c/B)b  x V<I>, we have: 

V · [FBvE] = V<1> • V(FB Jo) + 2FB J0 ( e/T) iwd<I> + ( e/T) iwd ( FB J1<I>
k
;�1- ) .  

The first term on the RHS includes the usual linear w* terms (from F0 ) and the 
E x B nonlinearity (from Fi) ,  with FLR corrections as discussed in [DORLAND and 
HAMMETT, 1993]. The linear pieces of the second and third (toroidal) terms ( ex  F0 ) 

are of the same order as the slab E x B nonlinearity in the gyrokinetic ordering ( we 
keep B- 1v B "'"' F0-

1 V F0) . The nonlinear pieces in the toroidal terms (ex  F1 ) are 
higher order in the gyrokinetic ordering, and can be ignored. 

Performing similar manipulations on the toroidal angular momentum con
serving term, using the identity (b  · Vb) · VE = -(c/ B3) (B x VB) ·  V J0 <I> , leads 
to: 

0 C 
-- ( Fv 1 1 ) -

2
B x VB · V J0<I> 

OV 1 1 B 
0 C a 

-� ( Fv 1 1 ) B 2 B x VB · ( JoV<I> + 11 -
B

V B) .  
uv 1 1 2 

The J0 term again has the wd form, and the J1 term vanishes leaving: 

Since k 1 1 p "'"' c, the only contribution from the E 1 1 term is linear, so in this 
term we only need F0 . Using the notation \7 1 1 = b · V, and a Maxwellian F0 : 

(2. 12) 

we have V 1 1 1v 1 1 , µ B (fJF0/ov 1 1 ) = (8F0/ov 1 1 ) B ( l  - µB/v; )\7 1 1 ln B, so this term be-
comes: 

e � fJ Fa e fJ Fa e fJ Fa 2 -- (b · VJo<I>) - B = --Vu (Jo<I>B -) + -Jo <I> B - (µ B/vt - 1) \7 1 1 ln B. 
m ov 1 1 m ov 1 1 m ov 1 1 

Combining all these terms, Eq. (2.2) can be written: 

fJ FBv 1 1 

ot 
F B + B\7 1 1 � + V<1> • V(F B J0) + 2F B J0 ( e/T) zwd<I> (2. 13) 
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I , I 
iwd 2 e a Fo + ( e  T) zwd (FBJ1 il>k1-v1- 20) + -2 [FB (v 1 1 + µB)] - -Vu ( Jo il>B -

a 
) 

Vt m V I I 

e aF0 ( µB 
) 

a + -Jo il>B -
a 

-2 - 1 V 1 1 ln B - µB-
a 

(F B) V 1 1 ln B 
m V I I Vt V I I 

a

a 
( FBJov 1 1 ) ( e/T) iwdil> = 0. 

V I I 

This form is messy, but most suited for taking moments, because velocity dependent 
terms ( such as F, J0 , µ, etc. ) are grouped together on the same side of spatial 
gradient operators. 

2.2 General Toroidal Gyrofluid Equations 

We are interested in deriving evolution equations for velocity space moments of 
Eq. (2.13) , defined by: 

n = J F d3v 
Pu = m J F (v 1 1 - u 1 1 )

2 d3v 
q l l = m J F (v 1 1 - u 1 1 )

3 d3v 
r l l , 1 1 = m J F ( v 1 1 - u 1 1 )

4 d3v 
r1- , 1- = (m/4) f Fvf d3v 

s l l , 1 1 = m J F( v 1 1 - u 1 1 )
5 d3v 

nu 1 1 = J Fv 1 1 d
3v 

P1- = (m/2) J Fv: d3v 
q1- = (m/2) J Fv: (  v 1 1 - u 1 1 ) d

3v 
r 11,1- = (m/2) J Fv: (v 1 1 - u 1 1 )

2 d3v 
s 1- , 1- = (m/4) J F (v 1 1 - u 1 1 )vf d3v 
s 11,1- = (m/2) J F ( v 1 1 - u 1 1 )

3v: d3v 

It will often be convenient to use temperature instead of pressure, where the parallel 
temperature is defined by p 1 1 = nT1 1 and perpendicular temperature by P1- = nT1-

We now proceed to derive moment equations by integrating Eq. (2.13) over 
velocity space. These equations express exact conservation laws of the gyrokinetic 
equation, e.g. , conservation of particles, momentum, etc. , in the collisionless limit. 
However, because of the velocity dependence in the parallel free streaming term, 
k 1 1v 1 1 , the toroidal drift terms, wd (v � + v:/2) ,  the mirroring terms v: V ln B , the FLR 
terms, J0 (k1-v 1-/0) ,  etc. , higher moments are introduced into each of these equations, 
leading to the usual problem of the coupled moments hierarchy. These equations are 
not useful until closure approximations are made for the highest moments ( which 
are not evolved) , as discussed in following sections. Taking integrals of the form 
J dv 1 1 dµ v{i µ

k . . .  of Eq. (2.13) leads to the following exact moment equations, using 
the notation: n (A) = J d3v FA = 21r J dv 1 1 dµ F BA: 

an 
at 

+ BV 1 1 ( nu 1 1 / B) + v<I? · V(n ( J0 ) ) + 2n (J0 ) ( e/T) iwdil> (2.14) 
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a 
ot nu 1 1 + BV 1 1 (P 1 1 /m + n u � )/  B + V<1> • V(n ( Jo v 1 1 ) ) + 2n ( Jo v 1 1 ) ( e/T) iwiP (2. 15) 

+ ( e/T) iwd (<f> n ( J1 v 1 1 a)/2) + (1/T) iwd (q 1 1 + q1- + 3p 1 1 u 1 1  + P1- u 1 1 + nmuJ) 
e e 2 2 P1-+ -V 1 1 n ( J0 ) <f> + -n ( J0 (v 1- /2vt - 1 ) ) <I>V 1 1  ln B + - V 1 1  ln B 

m m m 
+ n ( Jov 1 1 ) ( e/T) iwd<I> = 0, 

gt (P 1 1  + nm u�) + BV 1 1 ( ql l  + 3p 1 1 u 1 1  + nm u�)/  B + V<1> • V(n (Jov� ) ) (2. 16) 

+ 2n ( Jov� ) ( e/T) iwd<I> + ( e/T) iwd (<I>n (Jiv�a)/2) 

+ (1/T) iwd ( r 1 1 , 1 1  + rp + 4q1 1 u 1 1  + q1- u 1 1 + 6p 1 1 u� + P1- U � + nmut) 
e e 2 2 + 2-V 1 1 n ( J0 v 1 1 ) <f> + 2-n ( J0v 1 1 (v1-/2vt - l ) )<I>V 1 1  ln B m m 

+ 2( q1- + P1- u 1 1 )V 1 1  ln B + 2n ( Jov� ) ( e/T) iwd<f> = 0, 

0 P1- ( ) /  2 n ( Jov: )  n ( Jov: )  ( I ) . ( ) ot B 
+ BV 1 1  q.L + P1- U 1 1 B + Vq, · V 

2B 
+ 2 

2B 
e T zwd<f> 2. 17 

+ ( e/T) iwd (<I>n (J1v: a)/4B) + (1/T) iwd (rp + r 1- , 1- + q1- u 1 1 + p1_ u � )/B = 0, 

gt ( q1 1  + 3p 1 1 u 1 1  + nm u� ) + BV 1 1 (r 1 1 , 1 1  + 4q 1 1 u 1 1  + 6p 1 1 u � + nm ut)/  B (2. 18) 

+ Vq, · V(n (J0vJ} ) + 2n ( J0 vJ) ( e/T) iwd<I> + ( e/T) iwd ( <f> n ( J1 vJa) /2) 

+ (1/T) iwd (s 1 1 , 1 1  + s p + 5r 1 1 , 1 1 u 1 1  + 3rp u 11 + 10q 1 1 u � + 10p 1 1 uJ + P1- uJ + nmu J ) 

+ 3� V 1 1 n ( Jo v � ) <f> + 3� n ( Jov� ( v:/2v; - 1 ) )<I>V 1 1  ln B 
m m 

+ 3(r p + ql l u l l  + P1- u� )V 1 1  ln B + 3n ( Jo vJ ) ( e/T) iwd<I> = 0, 

0 q.L + P1- U 1 1 2 2 n ( Jov 1 1 v: ) 
at B 

+ BV 1 1 (r 1 1 , 1- + q1- u 1 1 + P1- U 1 1 ) ! B + Vq, · V 
2B 

(2. 19) 

+ 2
n ( Jo:;u v : )  

( e/T) iwd<f> + ( e/T) iwd (<I>n (J1 v 1 1v:a)/4B) 

( I ) · ( 3 ) / 
e n ( Jov : ) <I>  + 1 T zwd s p + s 1- , 1- + 3r 1 1 , 1- u 11  + r1- , 1- u 1 1 + P1- u

1 1 B + 
m 

Vu 2B 
+ � n ( J0 (v:/2B) (v:/2v; - l ) )<I>V 1 1  ln B 

m 
+ r 

�
1- V 1 1  ln B + n ( J0v 1 1v:/ B) ( e/T) iwd<I> = 0 .  
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Before proceeding to discuss closure approximations, it is useful to note that many 
of these terms are higher order in the gyrokinetic ordering, and can be neglected. 
By separating the moments into equilibrium and fluctuating parts, e.g. , n = n0 + n 1 , 

where ni /no "'"' 0(  E ) ,  the parallel nonlinearities drop out, since they are higher order 
in c:. In addition, we assume F0 is an unshifted Maxwellian, so the equilibrium parts 
of odd moments are zero, and terms like u�  are higher order. We retain the E X B 
nonlinearities ( the v <I> • V terms) , which are leading order. 

2.3 Finite Larmor Radius Effects 

In [DORLAND and HAMMETT, 1993], accurate models of FLR effects were devel
oped by carefully approximating velocity space averages of J0 which appear in the 
dynamical equations and in the quasineutrality constraint, Eq. (2.9) .  As they did, 
we choose to evolve moments of the guiding center distribution function, not real 
space moments, to provide a better description of linear FLR effects ( including the 
"Bakshi-Linsker" effect [BAKSHI et al., 1977; LINSKER, 1981]) and additional FLR 
nonlinearities. For simplicity, we will not incorporate the nonlinear FLR phase 
mixing model in [DORLAND and HAMMETT, 1993], specifically because we do not 
see large fluctuation levels at high k.1-Pi in our toroidal nonlinear simulations, where 
these terms become important. In addition to approximating (Jo ) , (J0v 1 1 ) , ( J0v� ) , 
( J0v: ) , (J0v� ) , and (J0v 1 1v : ) , which appear in the slab limit, we also need to ap
proximate ( J0vf ) , ( J1 a) , (J1v�a) , and (J1v:a) , which arise from toroidal terms. 
Linearly, these terms involve only F0 , and could be evaluated exactly. However, in 
the quasineutrality constraint we have to approximate ni , which comes from F1 , see 
Eq. (2.8) .  F1 is not Maxwellian, so the ( JoFi ) term in ni needs to be approximated. 
As discussed in [DORLAND and HAMMETT, 1993], the best agreement with linear 
kinetic theory is obtained by approximating both the ( Jo )  terms and ni . In the 
linear kinetic equation, the J0 in Eq. (2.8) combines with the J0 in the E X B drifts 
in the gyrokinetic equation, Eq. (2. 2) ,  so the average of JJ over a Maxwellian enters 
the dispersion relation ( in the slab limit) , not the average of J0 . These are quite 
different, since ( JJ ) = r O ( b) and ( J0 )

2 = exp( -b) behave quite differently for large 
b. This motivated the ( JJ ) :::::: r�/2 approximation introduced by [DORLAND and 
HAMMETT, 1993], which is more robust and more accurate for linear dispersion 
relations. With the inclusion of toroidal effects, the V .1- in J0 (k.1-v.1-/0) couples with 
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the v: in the toroidal drifts, so it is no longer simply f0 ( b) that enters the linear 
kinetic equation, see Eq. (2.56) and Eq. (2.62) . We have not found a completely 
satisfying replacement to ( J0 ) :::::: r�1 2 for the general toroidal case, but ( Jo )  � r�1 2 

continues to work reasonably well. Therefore, we will use the results of [DORLAND 

and HAMMETT, 1993] to approximate: 

( Jov 1 1 )  = Vt f  �
1 2 , 

( J, 2 ) 2 r 1 ;2 
o V I I = Vt O ' 

( J, 2 ) 2 a ( br 1 ; 2
) 2 ( r 1 ;2 -A2 ) o V _1_ = 2 vt ab O = Vt 2 0 + V _1_ 

( J, 3 ) 3 r 1 ;2 
o V I I = Vt O ' 

( J, 2 ) 3 a (br 1 ;2
) 3 ( r 1 ;2 -A2 ) 0 V 1 1 V _1_ = 2vt ab o = Vt 2 o + V _1_ • 

"' ::: 2 
The modified Laplacian operators V� and V _1_ are defined by: 

A 2 a2 

v_J_w = b
ab2 (br�1 2 ) iP, 

where W = r�l2 q, is the approximation to the gyroaveraged potential. 

(2. 20) 

(2.21) 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

There are four new terms due to toroidicity that need approximating: ( J0v� ) , 
(J1 a) , ( J1v�a) , and ( J1v:a) . Several techniques could be used to approximate these 
terms; one is to follow the approach and rationale in [DORLAND and HAMMETT, 

1993]. For example, the ( J1 a) term can be rewritten using the following trick: 

( .!, a) "' - :
/3

1
P
= l  ( .lo (/3a) ) .  (2. 28) 

Thus the approximation for ( J0 ) is the fundamental one, and all other FLR terms 
can be derived from it. Using (Jo ) :::::: r�/2 leads to: 

( 2. 29) 
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and 
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(2. 30) 

For the ( J1 v: a) term, we will assume that F is approximately Maxwellian, so that 
v:F � 2v; B(T1- F)/BT1- , and: 

( J1v�a) ss - :
1
1

1 
2vf ii�

, 
(T, ( J0 ((Ja) ) ) = -4vf gb (b' i/�n = -4vf-{7: . 

(2. 31) 
The final toroidal FLR term is: 

( 4 ) 4 [ a2 ( 1 ;2 ) a 
( 1 ;2 )]  4 ( 1 ;2 A 2 � 2 ) Jov 1- � 4vt b Bb2 bf O + 2b Bb 
bf O = 4vt 2f O + V 1- + V 1- . (2. 32) 

These approximations remain first order accurate in b to those obtained using the 
Taylor series expansion J0 � 1 - k: v:/ 402 . 

While the above represents one consistent way to approximate all of the 
toroidal FLR terms, we empirically find that the agreement with kinetic theory 
near marginal stability for some parameters can be slightly improved by using the 
following FLR approximations for the toroidal terms: 

A 
2 

( J1 a) = (v: - 2v 1- ) ,  

A 2 2 2 A 2 A ( J1v1- a) = vt (2\7 1- + 4\7 1- ) -

(Jov� ) = 8vf ( f�1 2 + v:) .  

(2. 33) 

(2. 34) 

(2. 35) 

(2. 36) 

The third of these, Eq. (2.35) , is not first order accurate in b. This appears to 
compensate for errors in the linear response of T 1- in the toroidal case, whereas 
the linear response of T1- in the slab limit is quite good. The FLR closures in 
Eqs. (2. 33)- (2. 36) were used in the nonlinear runs in Chapter 5 and 6, and in the 
trapped electron mode comparisons in Chapter 3. Far from marginality, these terms 
give very similar results to Eqs. (2.29)- (2. 32) (for example, in Fig. 3.4, the difference 
in the linear growth rates is less than 5%) .  The approximations Eqs. (2. 29) -(2. 32) 
are more consistent and rigorous (they are O(b) accurate) , so in the derivation 
that follows we will use Eqs. (2.29) -(2.32) instead of Eqs. (2. 33)- (2. 36) . We do 
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not recommend using Eqs. (2. 33)-(2. 36) , since they may actually do worse than 
Eqs. (2. 29) -(2. 32) in some regimes, but include them here for completeness. With 
these closures, the toroidal FLR terms in Eqs. (2. 91 ) , (2.93) , (2.94) , and (2.96) are 
modified as follows: 

( 2 + l V:) iwd W ---+ 

( 4 + l V:) iwd W ---+ 

(3 + iv: + v:) iwd w 

(v:w - lv:w) V 1 1 ln B 

---+ 

---+ 

Now we look at linear FLR effects in the E X B terms. For example, in the 
density equation, following [DORLAND and HAMMETT, 1993]: 

V<1> • Vn (Jo ) ,..., V<1> • V(n0f�12 ) + nonlinear terms (2. 37) 

Since b = k:vf1- /02 depends on both B and T1- ( through vf1- = T1-o/m) , gradients 
acting on functions of b (FLR modified terms) , introduce pieces proportional to VB 
and VT1-o : 

b 2b 
Vb = -VT1-o - -VB 

T1-o B ' 

1 ;2 _ 1 ;2 ar�12 
Vnof0 - r0 Vno + no � Vb. 

We now introduce the diamagnetic frequency iw* = -(cT/eBn0)Vn0 · b X V, 77 1 1 = 
Ln / Ly

l l ' and 771- = Ln/ LTu where Ly
1 1 and LT1- are the equilibrium scale lengths of 

parallel and perpendicular temperature, which can be different in general. When 
they are assumed to be the same, we drop the subscripts, and write 77. With these 
definitions, Eq. (2.37) becomes: 

. 1 /2 e<l> ar�12 . e<l> ar�/2 . e<l> 
V((> • Vn (Jo ) = -no zw* r  O - - no771- b

-------;:;--
b 

zw* - + 2no b
-------;:;--

b 

ZWd - , 
To u To u To 

since V<1> · (1/ B)V B = -iwd (  e<l> /T) . For a general function of b, 

. e<l> a f . e<l> a f . e<l> 
V<1> • Vn0f( b) = -n0f( b) zw* - - no771- b ;::i

b

zw* - + 2no b ;::i
b

zwd - -To u To u To 
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This form will be used to evaluate terms like V<1> • 'v (nJ0v� ) -
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In the linear part of the ( e/2T) iwd ( iPn ( J1 a)) terms, we need to evaluate 

The last two terms are higher order in c:, so the (J1 a) terms only contribute: 

Because the final equations will get rather complicated, for the moment, we 
will treat the linear and nonlinear terms separately. We normalize time, parallel 
lengths, and perpendicular lengths as 

(2. 38) 

and fluctuating quantities as 

(2. 39) 

where normalized quantities are on the left hand side and dimensional quantities 
are on the right. With these normalizations, the characteristic drift wave time 
and space scales are 0(1  ) ,  and the perturbed quantities will be 0(1) at the gyro
Bohm saturation level. In this chapter, all equilibrium quantities are ion parameters, 
i.e. T0 = Tio ,  Vt = Vti ·  For the equilibrium F0 we use a Maxwellian, so the normalized 
equilibrium values of the moments are p 1 1 0 = 1, P1-o = 1, r l l , l l o  = 3, r 1 1 , 1-o = 1, and 
r 1- , 1- o = 2. With the linear FLR approximations discussed above, the moment 
equations are: 

(2. 41) 

(2. 42) 
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aql l  

at + V 1 1 (r 1 1 , 1 1 - 3p 1 1 ) + ( -r 1 1 , 1 1 + 3p 1 1 + 3r 1 1 , 1- - 3p1- )V 1 1 ln B 

+iwd (s 1 1 , 1 1 + s 1 1 , 1- - 3q1 1 - 3q1- + 6u 1 1 ) = 0, 

aql_ 
( 

1 A 2 ) 
at + V 1 1 r 11,1- - P 1 1 + 2 V 1- \fl + (-2r 11,1- + r 1- , 1- + p 1 1 - P1- ) V 1 1 ln B 

(2. 43) 

(2. 44) 

(2. 45) 

If we had evaluated the velocity space averages using a Maxwellian F , giving ( Jo )  = 
exp(-b) , the n, u 1 1 , p 1 1 and P1- equations above would be equivalent to those derived in 
[B RIZARD ,  1992] ( in the electrostatic limit of his equations) . The q equations would 
also be equivalent if [BRIZARD ,  1992] had proceeded to higher moment equations, 
but he stopped at p. This equivalence can be verified by replacing r�/2 --+ exp( -b/2) 
and evaluating the derivatives with respect to b in Eqs. (2.26) and (2.27) . These 
equations require closure approximations for r 1 1 , 1 1 , r 1 1 , 1- , r1- , 1- , s 1 1 , 1 1 , s 1 1 , 1- , and s 1- , 1- , which 
[B RIZARD ,  1992] did not address, and will be discussed in following sections. 

For the nonlinear terms, we follow [DORLAND and HAMMETT, 1993]. Thus, 
to each of the equations above we add the usual E X B nonlinearities plus additional 
FLR nonlinearities, as follows: 

an 1 A 2 at + vw · Vn + [2V 1- vw ] · VT1- + . . .  

au l l 1 A 2 

at + v w . vu 1 1 + [ 2 v j_ v w ] . v q 1- + . . .  

ap l l 1 A 2 

at + vw · Vp 1 1 + [2V1- vw ] · VT1- + · · ·  

ap j_ 1 A 2 
� 2 

at + Vw · Vp1- + [2V 1- vw ] · Vp1- + [V 1- vw ] · VT1- + . . .  

aq l l 

at 
+ Vw . Vql l + . . .  

aql_ 1 A 2 
� 2 

at + vw · Vq1- + [2V1- vw ] · Vu 1 1 + [V1- vw ] · Vq1- + . . .  

(2. 46) 

(2. 47) 

(2. 48) 

(2. 49) 

(2.50) 

(2.51) 



2.4. Local Linear Toroidal Response Function 37 

In these terms, Vw is the approximation to the E X B drift in the gyroaveraged 
potential, Vw = (c/B)b  x W, where W = r�/2 <I>. There is a typological error in 
Eq. (59) of [DORLAND and HAMMETT, 1993], where the nonlinear term involving 
q.1- should be dropped. 

Now let us return to the quasineutrality constraint, Eq. (2.9) .  Here we have 
to approximate the real space density. Because of the J0 which acts on F1 , ni will 
involve the guiding center density and all higher perpendicular moments, but we 
only evolve up to T1_ . Thus we need another closure approximation which relates 
ni to n and T1_ . The approximation for ni in [DORLAND and HAMMETT, 1993] 
was tailored to fit the local kinetic dispersion relation in the slab limit. In the 
toroidal case, because of the v 1- dependence of the toroidal drifts in the resonant 
denominator of the toroidal response function, Eq. (2.56) , following such a procedure 
is more complicated, so we simply use 

1 
n 

_ 2b 
T 

1 + b/2 (2 + b ) 2 .L ·  
(2.52) 

This is first order accurate in b for both the n and T.1- terms, and behaves appropri
ately (ni -+ 0) in the b -+ oo limit. The FLR approximations used here and above 
provide a reasonably accurate fit to the kinetic FLR behavior in the local kinetic 
dispersion relation, and continue to perform well nonlocally, as demonstrated in 
Section 2.8 of this chapter. Note that the FLR models described in this section can 
also be used with a simpler Pade approximation, by substituting r�/2 -+ (1 + b/2) - 1 

in Eqs. (2. 26) and (2.27) ,  as discussed in [DORLAND and HAMMETT, 1993]. 

2.4 Local Linear Toroidal Response Function 

Our closure approximations for r 1 1 , 1 1 , r 1 1 , 1- , r 1- , 1- , s 1 1 , 1 1 , s 1 1 , 1- , and s .1- , 1- , will be chosen to 
provide accurate models of the kinetic effects of parallel and toroidal drift phase 
mixing. Ultimately, we choose the closure coefficients to provide an accurate fit to 
the local linear toroidal response function, which is derived in this section. 

We begin by transforming the linearized gyro kinetic equation to ( E, µ) vari
ables, so F = F(R, E, µ) , where E = vU2 + µB .  Then breaking F into adiabatic 
and nonadiabatic pieces, F = g - F0 J0 e<I> /To, the equation for the nonadiabatic 
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piece is found to be: 

_ F. 
w - w; J, e<I> 

g - 0 o - , 
w - k11 v i i - Wdv To 

where Wdv = wd (v� + µB)/v; and w; = w* [l + ry (vU2v; + µB/v; - 3/2) ]. 

(2.53) 

In the 
local approximation, we treat wd, w* , and k 1 1 as constants, using wd = -kg pvt/ R 
and w* = -kgpvt/ Ln , so wd/w* = Ln/ R = En . The total distribution function in 
guiding center coordinates, f = f(R, E, µ) is: 

f (R) = F + ] = F (R) -
e<I> (x) 

F0 + F0 J0 
e<I> (R)

. 
To To 

(2.54) 

where F is gyrophase independent, and J is the gyrophase dependent part. The first 
piece of J is in real space, x. To obtain the real space ion density (not the density of 
gyro centers) , only the parts in guiding center space need to be gyroaveraged ( acted 
on by J0 ) :  

(2.55) 

e<I> j 3 = -no To 
+ d vJog, 

since the J0 F and F0 JJ e<I> /To pieces combine to give J0g. Inserting the solution for 
g, Eq. (2.53) , the ion density response function is: 

n 1 j 3 w - w; 2 ( / ) Ri = = 1 - - d vFo Jo k1_ V 1_ 
n , 

-n0e<I>/T0 n0 w - k11 v 1 1 - Wdv 
(2.56) 

which is the usual linear form. Trapped particle effects appear in the variation of 
v 1 1 along a particle's orbit. We will neglect trapped particle effects in this section, 
and treat v 1 1 as a constant. 

For Im(w) > 0, the resonant denominator can be written: 

1 _ _ _j_ r:o 
dT /T (w- k

1 1 v 1 1 -Wdv ) /wd 
w - k11v 1 1 - Wdv - Wd lo ' (2.57) 

and now the v 1 1 and V .1- integrals can be evaluated. Normalizing w and k 1 1vt to the 
toroidal drift frequency by introducing x = w/wd and z 1 1 = k 1 1vt/wd, and using a 
Maxwellian F0 , Eq. (2.12) , the response function becomes: 

i loo loo loo { 1 
[ 

v2 + v2 3 l } 
Ri = 1 + r..= dr dv 1-v 1- dv 1 1 x - - 1 + ry ( 1 1 

2 
1-

- -) 
y 21r O O -oo En 2vt 2 
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The v .L integrals are: 

and 

dv v e- ( l+ir )v  .L /2vt 12 ( 'bv /v ) = v2 I, 1
00 . 2 2 e-b/ ( l+iT )  

( 
b 

) .L .L  o Y O .L t t 1 + · o 
1 + · ' 0 Z T  Z T  

fooo 
dv .L v� e- ( l+iT )vf / 2vf J5 ( v'bv .L /vt) = 

2 e-b/ ( I +ir ) 
( 

b 
) [ 

b b I1 (b/l + iT )
] 2vt ( . ) 2 Io . 1 - . + . ( b/ · ) , 

1 + Z T  1 + Z T  1 + Z T  1 + Z T  Io 1 + Z T  
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(2. 58) 

( 2 .59) 

where I0 and I1 are modified Bessel functions. The v .L dependence in the resonant 
denominator was neglected in the numerical evaluation of the v .L integrals of J0 in 
[WALTZ et al., 1992] (although it was retained everywhere else) , and thus I0 and 
I1 had real arguments, instead of the complex arguments in the expressions above. 
This produces differences in the local dispersion relations at large b. The response 
function in [KIM et al., 1994] correctly retains the v .L dependence of the resonant 
denominator while integrating over v .L . The local kinetic response function described 
here, and the local kinetic eigenvalues calculated using this response function in 
Section 2. 8, were carefully checked against the results of [KIM et al., 1994]. 

The v 1 1 integrals are: 

(2.60) 

and 

(2.61) 

Putting it all together: 

Ri = l + i {
00 

dT eirxe-r2 z� /2 ( 1+2 ir ) e -b/ ( l+ir) Io ( 
b

. ) { X - (1 - � rti)/tn (2.62) 
Jo 1 + Z T  (1  + iT  )JI + 2iT  

[
1 _ _ b + _b I ( -b )/I, (-b )

] [ 
1 2 · 2 2 l }  _ T"/i i+ir l +ir 1 i+ir O i+ir _ T"/i + Z T  - T Z I I 

tn (1 + fr  ) 2 ,vl + 2fr tn 2(1 + iT  ) (1 + 2fr ) 5 / 2 ' 

Thus, the local toroidal response function is a rather complicated function, � 
Ri (x, z 1 1 , b, fn , ry) .  We are looking for closure approximations so the fluid equations 
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will closely match this response function. In this form ( a one dimensional integral) 
the response function is easy to evaluate numerically, which we will be forced to 
do to find the optimal closure coefficients and to solve the local dispersion relation. 
The response function can be factored into three pieces, the first independent of w* , 
the second proportional to 1 / En , and the third proportional to ry / En . Since we will 
be interested in matching this kinetic response for all ry and En , we need to fit each 
of these pieces independently: 

R2 = i r:o 
dT e irx

e -r2
z� / 2 ( 1 + 2ir)

e - b/ ( i +ir ) Io 

( b
. 
) { . 3/2 

. lo 1 + Z T  (1  + Z T  )JI + 2zT 

1 - � + �/1 ( �)/!0 ( �) 1 + 2iT - T 2 z� 
} -

(1  + iT  ) 2,vl + 2iT  
-

2(1  + iT  ) (1 + 2iT  ) 51 2 ' 

(2.63) 

(2.66) 

The response function of the fluid equations will also naturally factor into these 
three parts. In the purely toroidal limit (k 1 1 = 0) , neglecting FLR (b  = 0) , these 
expressions simplify considerably, and can be written in terms of the usual plasma 
dispersion function [BIGLARI et al., 1989]: 

(2.67) 

(2.68) 

(2.69) 

The resonant denominator in Eq. (2.56) , 

can be written, by completing the square: 

W k�v; 
(

k l l Vt V 1 1 )
2 v: 

- + -- = - + - + -2 · wd 4wJ 2wd Vt 2vt 
( 2 . 70 )  
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The left hand side of Eq. (2. 70) is negative, but the right hand side is positive for all 
v. Thus along the real w axis, no particles are in resonance for w < -k�v;f  4wd , and 
Ri is purely real, as shown in Figs. 2.1 and 2.2. As k 1 1 -+ oo, this cutoff frequency 
moves to -oo, and Ri approaches the slab limit response function. 

We will also use the kinetic response function of other moments (not just 
density) , which can be written in the following compact form in the b = 0 limit: 

M.  _ J d3 f j
( 2 / 2 ) k _ 2k+j e<I> M- . 

J , k  _ v v 1 1 v 1- - -novt 
To J , k  

ko 1, 

K1 - Z T Z 1 1 , 

K2 2(1 + 2iT) - T
2 z� , 

K3 TZ 1 1 [-6i ( l  + 2fr) + fr2 zrn , 

K4 12(1 + 2iT) 2 
- 12T2 z� ( l  + 2iT) + T

4zt -

( 2 . 7 1 ) 

( 2 . 72 ) 

( 2 . 73 ) 

( 2 . 74) 

The odd K/s are proportional to odd powers of z 1 1 (or k 1 1 ) ,  while the even K/s are 
proportional to even powers of z 1 1 • This will guide our choice of closure approxima
tions in the next section. 

2.5 General Closure 

There are three places in the moment equations Eqs. (2. 42)- (2. 45) where closure 
approximations are needed ( in addition to the FLR closures in Section 2. 3) : in the 
parallel terms V 1 1 r 1 1 , 1 1 and V 1 1 r 1 1 , 1- ; in the toroidal terms wd (r 1 1 , 1 1 + r 11,1- ) ,  wd (r 11,1- + r 1- , 1- ) ,  



42 Chapter 2. Derivation of the Toroidal Gyrofluid Equations 

wd (s 1 1 , 1 1 + s 1 1 , 1. ) ,  and wd (s 11,1. + s 1. , 1. ) ;  and in the mirroring terms r 1 1 , 1 1 V 1 1 ln B, r 11,1. V 1 1 ln B, 
and r 1. , 1. V 1 1 ln B .  For each, we make closure approximations designed to model the 
physical processes these terms represent. 

The velocity dependence in the k 1 1 v 1 1 parallel term introduces parallel phase 
mixing, leading to linear Landau damping. Consider a simple lD kinetic equation 
with no E field: 

( 2 . 75 ) 

The solution is simply f(z ,  v 1 1 , t )  = f(z - v 1 1t, v 1 1 , t = 0) . If we start with a Maxwellian 
perturbation in f, 

Jo = eik 1 1 z fM = eik u z no e-vfi /2v; , 
� 

( 2 . 76 )  

free streaming will cause moments of f to phase mix away. For example, the density 
1 s :  

( 2 . 77) 

To model this process, we need to introduce damping proportional to l k 1 1 lvt into our 
fluid equations. Thus, for the parallel closures, we choose [HAMMETT and PERKINS, 
1990; DORLAND and HAMMETT, 1993]: 

( 2 . 78 )  

( 2 . 79 )  

where /3 1 1 = (32 - 97r)/(37r - 8) , D 1 1 = 2vir/(37r - 8) , and D1. = vir/2. With this 
closure, the fluid equations reproduce the linear kinetic behavior quite well in the 
slab limit, as shown in [HAMMETT and PERKINS, 1990; DORLAND and HAMMETT, 
1993]. 

Similarly, the velocity dependence of the VB and curvature drifts introduces 
phase mixing. In this case the damping rate is different, since the toroidal drifts 
depend on v� and v:/2. Now consider only the phase mixing due to the toroidal 
drifts: 

(2.80) 
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The solution is f(y , v 1 1 , V 1- , t) = f(y  - vdt, v 1 1 , V 1- , t = 0) . Starting with a Maxwellian 
perturbation in f , 

(2.81) 

free streaming will again cause moments of f to phase mix away. For example, the 
density is: 

Ji + ikyvdot ( l  + ikyvdot/2) 
· (2.82) 

To capture this toroidal phase mixing, damping proportional to l ky lvdo = lwd l must 
be introduced into the fluid equations, but with complex closure coefficients to get 
the phase shift in Eq. (2.82) . 

The toroidal closure terms enter in the combinations r 1 1 , 1 1 + r 1 1 , 1- , r 1 1 , 1- + r 1- , 1- , 
s 1 1 , 1 1 + s 1 1 , 1- , and s 1 1 , 1- + s 1- , 1- · Expanding the general moment response functions 
Eq. (2. 73) for small k 1 1 , all the odd j moments have O(k 1 1 ) corrections, while the 
even j moments have 0(  k�)  corrections. Thus in our closure approximations for the 
toroidal terms, we close the even moments r 1 1 , 1 1 + r 1 1 , 1- and r 1 1 , 1- + r 1- , 1- in terms of the 
lower even moments (n, p 1 1 , and P1- ) ,  and the odd moments s 1 1 , 1 1 + s 1 1 , 1- and s 1 1 , 1- + s 1- , 1-
in terms of the lower odd moments (u 1 1 , q 1 1 , and q1- ) ,  to preserve this small k 1 1 be
havior. At large k 1 1 ( the slab limit) the response function is primarily determined 
by the parallel closures, and the toroidal closure approximations are subdominant. 
In addition, we break the r and s closures into dissipative and Maxwellian pieces 
(the terms that would arise if F was exactly Maxwellian) . The Maxwellian parts 
are r 1 1 , 1 1 = 3p� /n, r 1 1 , 1- = PuP1- /n, r 1- , 1- = 2p�/n, and s 1 1 , 1 1 = s 1 1 , 1- = S 1- , 1- = 0. Lin
earizing and normalizing, these become r 1 1 , 1 1 = 6p 1 1 - 3n, r 11,1- = p 1 1 + P1- - n, and 
r 1- , 1- = 4p1_ - 2n. Guided by the discussion above, we choose dissipative pieces 
proportional to lwd l /wd. Thus in the toroidal terms, combining the Maxwellian and 
dissipative pieces, we choose: 

(2.83) 
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. lwd l P u + 5p1_ - 3n - 2z - (v3Tu + v4 T1- ) 
Wd 

. lwd l -z - (v5 U U + V5qU + V7q1_ ) 
Wd 

. lwd l -z - (vsu 1 1 + Vgqu + v10q1- ) 
Wd 

(2.84) 

(2.85) 

(2.86) 

Each closure coefficient has both a dissipative and non-dissipative piece, v = Vr + 
iVi lwd l /wd . This choice is motivated by [WALTZ et al., 1992]. Making the dissipative 
parts of the r closures only depend on Tu and T1- ensures that the fluid response 
will match the kinetic response at w/wd = 0 in the ku = 0 limit. 

The toroidal closure coefficients v1 - v10 are chosen so the response function 
of the fluid equations closely approximates kinetic response function, Eq. (2.62) . In 
the local limit with b = 0 and VuB = 0, and inserting the closure approximations 
above, the fluid equations Eqs. (2. 40-2.45) can be written in matrix form, using 
g wd/w = 1/ x and k = ku /w, and assuming wd > 0 to simplify notation: 

1 
0 

M =  
g(4 - 2iv1 - 2iv2 ) 
g(3  - 2iv3 - 2iv4 ) 

(3  + (J)k 
k 

-k 
1 - 4g 
-3k 
-k 

-g(6 - iv5 ) 
-g( l  - ivs) 

0 
-g 
-k 

0 

-g 
-k 

1 - g(7  - 2iv1 ) 
-g( l  - 2iv3 ) 

- (3 + (J)k 
0 

-g 
0 

-g( l  - 2iv2 ) 
1 - g(5 - 2iv4 ) 

0 
-k 

0 
-g 
0 

-k 

g(3  + iv7) 1 + iv2Du k + g(3 + iv5) 
g( l + iv9 ) 1 + iv'l,D 1- k + g ( l  + iv10) 

M 

2 
k/g 

4 
3 
0 

-1 
0 

g<T> + -1 
-1 
0 
0 

0 
0 

1._ <T> + -1 
f.n -1 

0 
0 

gry 
<T> 

f.n 
(2.87) 

Thus, the response functions of the fluid equations also naturally factor into 
the form Eq. (2.63) . Because this set of equations is rather complicated, to de
termine the toroidal fluid response functions we solve for n and p 1- by numerically 
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row reducing the matrix M. In [WALTZ et al., 1992], the fluid and kinetic response 
functions were compared only in the w* = 0 and ry = 0 limit. In the slab limit, 
determining the closure coefficients in the w* = 0 and ry = 0 limit ( RJ) also gave an 
equally good fit for the w* and ry pieces ( R1 and R2) ,  but in the toroidal case this is 
not automatic. In addition, in [WALTZ et al., 1992] the toroidal closure coefficients 
were matched at k 1 1 = 0, and good agreement for k 1 1 -/:- 0 is not guaranteed ( although 
as k 1 1 -+ oo the slab limit is recovered and the agreement will again be good) . In 
fact, if the toroidal terms are closed in the purely toroidal limit ( k 1 1 = 0) , the toroidal 
closure terms in the odd moment equations drop out. This led to singular behavior 
of the response function for the closure in [WALTZ et al., 1992] at some non-zero 
k 1 1 , since the wd ( q1 1 + q1- ) term in the parallel velocity equation was dropped. This 
was corrected in the addendum to that paper. 

Therefore, special care must be taken find toroidal closure coefficients which 
simultaneously provide a good fit to the kinetic response function for all three 
parts of the response function, for all k 1 1 • Because both fluid and kinetic response 
functions are complicated with finite k 1 1 , we choose the closure coefficients numer
ically, by minimizing the difference between the kinetic and fluid response func
tions over a range of k 1 1 's simultaneously, but in the b = 0 limit. We use Powell's 
method (an efficient multidimensional minimization method) [PRESS et al., 1986] 
to adjust the coefficients v1 - v10 until the error between the kinetic and fluid 
response functions along the real x axis is minimized. If R has no poles in the 
upper-half x plane, matching along the real axis guarantees that the fluid R will 
also match the kinetic R in the upper-half x plane. Since we are primarily in
terested in accurately modeling the growth rates of unstable modes, the errors in 
the lower half plane are probably not important, as long as we do have damped 
modes in the system. The best fit between the kinetic and fluid R's was found 
using 12 k 1 1 's evenly spaced from z 1 1 = 0 to 4.2, over the range of x where the 
kinetic response function is changing most rapidly, -8 < x < 16 at z 1 1 = 0 and 
-14 < x < 22 at z 1 1 = 4.2, with 100 grid points in x.  To the error in the den
sity response function, we also add 1/100 the error between the kinetic and fluid 
p 1- responses, since n is most important for the local dispersion relation, but p 1-
enters the linear dispersion relation from FLR effects. While an excellent fit to n 
is obtained, it is difficult to simultaneously match the p 1- response for intermediate 
k 1 1 's. We find v1 = (2.019, -1.620) , v2 = (0. 433, 1. 018) , v3 = (-0.256, 1. 487) , v4 = 
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Figure 2.1: Kinetic and fluid toroidal response functions in the purely toroidal limit, 
Ro, R1 , and R2 , with b = 0 and k 1 1 = 0. 
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Figure 2.2: Kinetic and fluid toroidal response functions in the mixed toroidal/slab 
limit, Ro, R1 , and R2 , with b = 0 and k 1 1vt/wd = 2.7. 
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(-0.070, -1. 382) , l/5 = ( -8.927, 12.649) , ll6 = (8.094, 12.638) , l/7 = (13.720, 5.139) , 
v8 = (3. 368, -8.110) , v9 = (1.974, -1.984) , and v10 = (8.269, 2.060) . These are an 
improvement over the closure coefficients in [HAMMETT et al., 1993]. The fit be
tween the kinetic and fluid response functions is excellent, as shown in Figs. 2.1 and 
2.2. The fluid equations give a rational function approximation ( a ratio of poly
nomials) to the kinetic response function, and cannot capture the branch cut at 
w/wd = -k�v;/4w� exactly (see Eq. (2.70) ) ,  but this set of closure approximations 
provides a reasonable fit to this sharp transition. 

Finally, we have to close the mirroring terms, introduced by the µb · VB 
terms in the gyrokinetic equation. These terms incorporate trapped particle effects, 
reproducing the CGL [CHEW et al., 1956] pressure balance equation. They are also 
important to model the damping of poloidal flows by magnetic pumping. Since 
these terms introduce no new dissipative processes, we take Maxwellian closures: 

r J. , J. 

6p11 - 3n, 

Pu + P1. - n, 

4p1. - 2n. 

(2.88) 

(2.89) 

(2.90) 

While this is not the ultimate set of closure approximations, the resulting 
fluid equations provide a very accurate model of the physics underlying ion dynamics 
in toroidal plasmas. More complicated closure approximations could certainly be 
developed which are more accurate, but the relative simplicity of the closures used 
here afford a tractable and sufficiently accurate model. 

2.6 Final Equations 

We arrive at the six moment toroidal gyrofluid equations by inserting the closures 
discussed in the previous section into the moment equations, Eqs. (2. 40)-(2. 45) , with 
the nonlinear terms given by Eqs. (2. 46)-(2.51) . Specifically, we use the parallel 
phase mixing closures in Eqs. (2. 78) -(2. 79) , the toroidal phase mixing closures in 
Eqs. (2.83)- (2.86) , and Maxwellian closures for the mirroring terms, Eqs. (2.88) 
(2. 90) . In addition, we add the collision terms obtained by integrating Eq. (2.6) 
over velocity space. We will also refer to this set of equations as the "4+2" model, 
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since it evolves 4 parallel moments and 2 perpendicular moments. 

dn 
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dt 

du u 
dt 

dp u 
dt 
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+ 
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+ 

1 A 2 U 1 1 
( 

'T/1. A 2
) 

. [ 2 ·�v\ vw] · VT1. + BV 1 1 
B 

- 1 + 2V 1. zw* w  

(2 + }v:) iwdW + iwd (P u + P1. )  = 0, 

1 A 2 P u 

( 
1 A 2 

) [ 2V 1.vw] · Vq1. + B V u
B 

+ V u w + P1. + 2V 1. w V u ln B 

iwd (q u + q1. + 4u u ) = 0, 
1 A 2 q u + 3u u [ 2V 1.vw] · VT1. + BVu 

B 
+ 2 (q1. + u u )V u ln B 
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(2. 91) 

( 2. 92)  

( 2 . 93)  

( 
'T/J. A 2

) ( 
1 A 2

) 1 + 'T/ u  + 2V 1. iw* W + 4 + 2V 1. iwdw + iwd (7P u + P1. - 4n) 

+ 
dpl. + -

dt 

+ 
dqu + dt 

+ 
dql. - + dt 

+ 

+ 

2 
2 lwd l (v1 Tu + v2T1. )  = - 3Vii (P u - P1. ) , 

1 A 2 � 2 
2 ql. + u u [ 2V 1. vw] · Vp1. + [V 1. vw] · VT1. + B V u B 2 ( 2 . 94) 

[ 
1 A 2 

( 
1 A 2 � 2

) ] ( 
3 A 2 � 2

) 1 + 2 V 1. + rt 1. 1 + 2 V 1. + V 1. iw* w + 3 + 2 V 1. + V 1. iwd w 

iwd (5P1. + P u - 3n) + 2 lwd l ( v3Tu + v4T1. ) = lvii (P u - P1. ) , 

( 3  + /Ju )V u Tu + v'2Du l k u l qu + iwd ( -3qu - 3q1. + 6u u ) 

lwd l (v5u u + v6qU + V7q1. )  = -l/iiqU , 
1 A 2 � 2 

( 
1 A 2 

) [ 2V 1.vw] · Vu u + [V 1.vw] · Vq1. + V u T1. + 2V 1. w 

A A 2 
( 

A 2 1 
) v'2D 1. l k u l q1. + P1. - p 1 1 + V 1. w - 2 V 1. w V 1 1 ln B 

iwd ( -q u - q1. + u u ) + lwd l (vsu u + vgqu + v10q1. )  = -lliiq1. . 

( 2 . 95) 

( 2. 96) 

The main E X B nonlinearities have been absorbed in the total time derivative 
d/dt = a/at + Vl[I · V. In the slab limit (wd = V 1 1 ln B = 0) these equations 
reduce to Eqs. (56)- (61) of [DORLAND and HAMMETT, 1993] . The quasineutrality 
constraint is: 

n 
- n -

bT1. (r - l ) <l> e - 1 + b/2 2 ( 1 + b/2) 2 + O ( 2 . 97) 

When the electrons are assumed to be adiabatic, 

( 2 . 98)  
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where T = Tio/Teo and ( <I> ) is a flux surface average. This will be discussed in 
Section 5.3. 

This constitutes a fairly complicated set of fluid equations compared to those 
usually used in plasma physics. A somewhat simpler four moment model is described 
below, and it is worth justifying the complication of the six moment model. In 
principle, the six moment model is more appealing because as more moments are 
retained, more details of the distribution function are accurately described. On 
more pragmatic grounds, the six moment model provides a significantly improved 
fit to the kinetic response function, and is necessary for quantitative accuracy in 
linear growth rates and mode structures, especially near marginal stability. The 
six moment model is also required to capture the destabilization from trapped 
ion effects, which become important in the long wavelength regime. Finally, six 
moments may be required to obtain accurate damping rates of poloidal flows from 
magnetic pumping. Magnetic pumping arises from parallel flow damping, and since 
no closure approximations appear in Eq. (2. 92) , the u 1 1 equation is an exact moment 
of the gyrokinetic equation to 0(  b) . This is not the case for the simpler four moment 
model discussed below. Magnetic pumping rates from this six moment model are 
calculated in Section 5.3. 

A variation of these equations was used in [HAMMETT et al., 1993] where 
l k 1 1 l q1 1 in Eq. (2.95) was replaced by B l k 1 1 I ( q1 1 / B) and where l k 1 1 l q1- in Eq. (2. 96) was 
replaced by B2 l k 1 1 l (q1-/B 2) ,  i. e. l k 1 1 1 acted on q1-/B2 , not just q1_ . However, it was 
found that this leads to a weakly growing mode even in the wd = w* = ry = 0 limit 
which should be stable ( a bumpy cylinder limit) . Switching to the present form of 
the parallel closures removed this spurious instability. 

2. 7 Four Moment Model 

We present here a simpler and slightly less accurate gyrofluid model which only 
evolves four moments: n, u 1 1 , p 1 1 , and P1- · We will also refer to this set of equations 
as the "3+ 1" model, since it evolves three parallel moments and one perpendicular 
moment. In this case, since we are not evolving q1 1 and q1- , instead of closing the 
toroidal s terms with Eqs. (2.85) and (2.86) , we need to close the wd (q1 1 + q1- ) term 
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in the parallel velocity equation: 

(2. 99) 

We still use the toroidal r closures in Eqs. (2.83) and (2. 84) , but with new closure 
coefficients. In addition, we use the parallel closures of [HAMMETT and PERKINS, 
1990; DORLAND and HAMMETT, 1993], extended to include collisions as well as 
collisionless phase mixing: 

(2. 100) 

(2. 101) 

These are essentially the high k 1 1 and/or high Vii limit Eqs. (2.95) and (2. 96) , keeping 
only the slab terms. 

We again use the method described in Section 2. 5  to minimize the error 
between the fluid and kinetic local response functions to determine the toroidal 
closure coefficients v1 - v5 • The best fit is v1 = (1.232, 0. 437) , v2 = ( -0. 912, 0.362) ,  
V3 = (-1.164, 0.294) , V4 = (0.478, -1.926) , and V5 = (0.515, -0.958) . 

Inserting these q closures into Eqs. (2. 40) -(2. 43) , using the nonlinear FLR 
terms in Eqs. (2. 46) -(2. 49) without the q.1- part of Eq. (2. 47) , and dropping the q1 1 
and q.1- mirroring terms (q1 1 = q.1- = 0 for a Maxwellian) , the dynamical equations 
are: 

dn 
-

dt 

du 1 1 
dt 

dp l l 
dt 

+ (2. 102) 

+ 

+ (2. 103) 

+ 
+ (2. 104) 

( 1 + 77 1 1 + �
1- V:_) iw* w + ( 4 + } V:_) iwd w + iwd (7p 1 1 + P.1- - 4n) 

2 + 2 lwd l (v1 T1 1 + v2 T.1-) = -3Vii (P 1 1 - P.1-) ,  
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dp _J_ 1 � 2 
� 2 k� 1 � 2 

dt + [-
2

V_1_vw ] · Vp_1_ + [V_1_vw ] · VT_1_ + v2 
I I 

(T_1_ + -
2

V_1_ w) 
2D _1_ k 1 1 + Vii 

+ B2 V 1 1 ;
1� - [1 + }v: + r,_1_ (1 + }v: + v:) l iw* w (2.105) 

+ (3 + }v: + v:) iwd w + iwd (5p_1_ + P 1 1 - 3n) + 2 1wd l (v3T1 1 + V4T_1_ ) 

1 
3Vii (P 1 1 - P_1_ ) .  

The quasineutrality constraint, Eq. (2.97) , is unchanged for this model. 

2.8 Linear Benchmarks 

In this section the accuracy of the toroidal gyrofluid equations is demonstrated by 
comparing with linear kinetic theory, using adiabatic electrons. We first test the 
toroidal gyrofluid equations against kinetic theory in the local limit, where k 1 1 and 
wd are treated as constants. The eigenfrequencies are determined by finding roots 
of the local dispersion relation with adiabatic electrons, Ri = - T ,  where the kinetic 
Ri is calculated by numerically evaluating the integrals Eq. (2.63) and the fluid � 
is calculated by numerically row reducing the matrix equation in Eq. (2.87) , with 
additional FLR terms on the right hand side if b is non-zero. In the local limit, we 
ignore the V 1 1 ln B terms in the gyrofluid equations and ignore the modulation of v 1 1 
along a particle's orbit in the kinetic response. 

Fig. 2.3 shows the kinetic and gyrofluid growth rates in the purely toroidal 
limit (k 1 1 = 0) , with b = 0, for the parameters of Fig. 5a of [WALTZ et al. , 1992], 
where T = 1, Tli = 1, 1.5, 2, and 3, varying En . The four moment model in Section 2.7 
reproduces the stable low En regime better than the four moment model presented 
in [WALTZ et al. , 1992] (which used different closure coefficients) . The six moment 
equations provide much better agreement with kinetic theory, but are slightly off 
for low Tli , near marginal stability. 

Fig. 2. 4 shows a comparison in the local limit for k 1 1 -/:- 0, the the mixed 
toroidal/slab limit. We use the parameters of [DONG et al. , 1992] Fig. 3, where 
Tli = 1.5, 2, 3, En = 0.2, and we choose k 1 1 Ln = Ln /qR = 0. 1, using the normal 
connection length for the mode width L 1 1 ,...,_, qR, and q = 2. The linear growth rates 
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Figure 2. 3: Comparison of local linear growth rates from the (4+2) and (3+1) 
toroidal gyrofluid equations vs. kinetic theory in the toroidal limit, with k 1 1 = 0 
and b = 0. The four moment equations in Section 2. 7 reproduce the stable low fn 

regime better than the four moment model in [Waltz et al., 1992] but is slightly less 
accurate at large tn - The six moment equations are much more accurate, and are 
quite good for 'T/i > 1, away from marginal stability. 
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Figure 2.4: Local growth rates from the six moment toroidal gyrofluid equations 
compared with kinetic theory, now in the mixed toroidal/slab limit with k 1 1 = 0.1 
and En = 0. 2. The toroidal gyrofluid equations again provide a very accurate model 
of the fully kinetic results. 

from the six moment toroidal gyrofluid model and kinetic theory are shown vs. 
kgpi . The six moment toroidal gyrofluid equations provide an accurate description 
of the full kinetic behavior. Both the growth rate and real frequency of the toroidal 
ITG mode vary roughly as 1 , Wr ex kgpi at long wavelengths. As kgpi decreases, 
lw l = J, 2 + w; decreases, and the stabilizing effect of parallel Landau damping 
becomes more important. When lw l '"'"' k 1 1 vti ,  the mode is stabilized, producing the 
long wavelength cutoff at kgpi ex k 1 1 Ln ex Ln/ qR. 

Now we move on to nonlocal comparisons with kinetic theory. We will com
pare with fully kinetic calculations in the circular flux surface equilibrium, as de
scribed in Section 4.6. Linearly, the coordinate system in Chapter 4 is equivalent 
to the ballooning representation, so we compare with the ballooning calculations of 
[DONG et al. , 1992] and [Xu and ROSENBLUTH, 1991 ]. Nonlocally, we evolve the 
eigenmode structure along the field line coordinate (), so a range of k 1 1 's are cou
pled for each eigenmode. The () coordinate described in Chapter 4 is the "extended 
ballooning angle" in the ballooning representation. In these nonlocal calculations, 
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Figure 2.5: Linear nonlocal eigenfunction comparison with the fully kinetic calcu
lations of [Dong et al. , 1992]. The coordinate along the field line, (), is equivalent to 
the "extended ballooning angle." 

both wd and k1. vary along the field line, as given by Eqs. (4. 44) and (4. 42) . The ()  
dependence of Wd describes the effects of the good and bad curvature regions, and 
the () dependence of k1. comes from the fact that as one moves along the field line, 
the mode twists, and k1. increases. For the comparison with [DONG et al. , 1992], 
we neglect trapped particle effects by turning off the V 1 1 ln B terms. In circular flux 
surface geometry, B = B0Ilo/ R = B0/(1 + E cos 0 ) , so setting E = 0 removes the 
V 1 1 ln B mirroring terms. As in [DONG et al. ,  1992], we also neglect collisions and 
assume adiabatic electrons. All of the results compared in this section will only look 
at modes with 00 = 0, i. e. those centered in the bad curvature region, since they 
are typically the most unstable and most kinetic calculations only focus on these 
modes. The growth rate spectrum for 00 -=/- 0 is discussed in Chapter 5, and has 
important implications for the anisotropic fluctuation spectra seen in our nonlinear 
simulations and in experimental fluctuation measurements in tokamaks. Fig. 2.5 
shows the eigenfunction from the fully kinetic integral calculation of [DONG et al. , 
1992] and from the 4+2 toroidal gyrofluid equations for the parameters in Fig. 2( c) 
of [DONG et al. ,  1992], 'T/i = 3, En = 0.2, q = 2, s = 1, kepi = 0.53, and T = 1. The 
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Figure 2.6: Nonlocal linear growth rate and real frequency comparison between 
the toroidal gyrofluid equations and kinetic theory, for the four moment and six 
moment models. The six moment model provides excellent agreement with fully 
kinetic theory, especially for kgpi < 1/2. 

"ballooning" mode structure along the field line shown in Fig. 2.5 is determined by 
the () dependence of both wd and k1. . The mode is primarily localized near () = 0 in 
the bad curvature region. Landau damping is strongly stabilizing for high k 1 1 , so the 
the most unstable modes have broad mode structures along the field line. Minimiz
ing k 1 1 while simultaneously localizing the modes in the bad curvature region leads 
to mode structures with k 1 1 :::::: 1/qR, with large amplitude at the outer midplane 
and smaller amplitude at the inner midplane. Further along the field line (i.e. away 
from () = 0) , magnetic shear causes k1. to increase, which leads to FLR stabilization 
at large () - ()0 . This magnetic shear stabilization through FLR effects keeps the 
mode amplitude small in bad curvature regions further along the field line, e.g. at 
() = 21r. When s or kg Pi are small, this magnetic shear effect is weaker, and the 
eigenfunctions get broader. 

Fig. 2.6 compares the kinetic and fluid growth rates and real frequencies 
for the parameters of Fig. 3 in [DONG et al. , 1992]: T/i = 1.5, 2, and 3, En = 0.2, 
q = 2, s = 1, and T = 1. The agreement between the 4+2 gyrofluid equations and 
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Figure 2. 7: Comparison of linear growth rates from kinetic theory and the six 
moment model. Again, the agreement is quite good except for f.n = 0. 45, where 
s = 1/3. 

kinetic theory is quite satisfactory, especially for kg pi < 0.5 where our models of 
FLR effects are very accurate. This level of agreement is a substantial improvement 
over previous fluid theories, and is more accurate than the four moment gyrofluid 
model of [WALTZ et al., 1992]. As kg pi decreases, the mode width increases and k 1 1 
becomes smaller, which shifts the long wavelength cutoff to lower kg pi than in the 
local limit, where k 1 1 is held fixed. In other respects the fully nonlocal results seem 
to follow the local trends fairly closely. 

Fig. 2.7 shows a comparison with [DONG et al., 1992] Fig. 4 parameters: 
'T/i = 2.5, f.n = 0. 2, 0. 3, 0. 45, q = 1.5, and s = 0. 1 X q/ f.n .  The toroidal gyrofluid 
and kinetic results are not in terribly good agreement for low s .  At low s ,  shear 
localization is weak, and the eigenfunction becomes more extended along the field 
line. For the f.n = 0. 45, s = 1/3 case, the eigenfuction extends out to () � 8, roughly 
twice as broad as for f.n = 0.2 and s = 0.75. It may be that the kinetic calculations 
were not resolving this broad eigenfunction. 

To test of our models of trapped ion effects, we compare with the linear 
gyrokinetic particle simulations of [Xu and ROSENBLUTH, 1991], and the gyroki-
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netic "Vlasov" simulations of [LIU and CHENG, 1993] which both include trapped 
ion effects. Fig. 2.8 shows a comparison of nonlocal linear eigenfrequencies from 
all three approaches, in the flat density limit, 'T/i -+ oo. The other parameters are: 
Lr/ R = 0.1, q = 2, s = 1, T = 1, and £ = 0. 3, in the collisionless limit, as in 
Fig. 6 of [Xu and ROSENBLUTH, 1991]. All three calculations assumed adiabatic 
electrons. The gyrofluid and Vlasov results are shown with ( £ = 0. 3) and without 
( £ = 0) trapped ion effects, to show the destabilizing effect of the trapped ions 
for very long wavelengths. Since the \7 1 1 ln B mirroring terms are proportional to 
£ ,  setting £ = 0 turns off these terms. Without the mirroring terms, all modes 
are stable below kg pi :::::: 0.04. With the mirroring terms, the toroidal ITG mode 
gradually evolves into a trapped ion mode. Trapped ion effects become important 
when the mode time scales are comparable to or less than the ion bounce frequency, 
lw l ;:;:, Wbi = Vf-Vti/qR. For these parameters Wbi Lr/Vti = ,/f.Lr/qR = 0.03, so 
trapped ion effects become significant for kg pi � 0.1. The six moment toroidal 
gyrofluid equations model this effect with reasonable accuracy. In particular, the 
gyrofluid model shows that trapped ions can remove the long wavelength cutoff 
which exists when trapped ions are ignored, in agreement with fully kinetic theory. 

In Fig. 2.9 we show the same results as in Fig. 2.8, but now normalized to 
vtd Lr , which is independent of kg , and is thus proportional to the growth rate in 
physical units. This demonstrates more clearly than in Fig. 2. 8 that the growth 
rates of the trapped ion modes are much less than those of the fastest growing 
modes near kg pi "'"' 1/2, and suggests that our models of trapped ion effects are 
probably adequate. 

For the measured parameters used in [Xu and ROSENBLUTH, 1991], Pi � 
0.13cm and r0 = 50cm; so kg pi = 0. 01 = nq/r0 implies n :::::: 2, where n is the toroidal 
mode number. Thus, the ballooning approximation (and in the representation in 
Chapter 4, the neglect of radial variations in the equilibrium) is definitely breaking 
down at these very long wavelengths. This issue is discussed in Section 4. 8. 
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Figure 2.8: Comparison of linear growth rates and real frequencies normalized to 
w* T  from fully kinetic calculations and the six moment toroidal gyrofluid equations 
with trapped ion effects. Including trapped ions ( f = 0. 3) further destabilizes the 
toroidal ITG mode at long wavelengths, which gradually evolves into a trapped ion 
mode for kg pi ::::, 0. 1. 
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Figure 2.9: Linear growth rates and real frequencies normalized to vt/ Ly . In physi
cal units, the growth rates of the trapped ion modes are much less than those of the 
fastest growing modes near ke pi '"'"' 1/2, which suggests that our models of trapped 
ion effects are probably adequate. 



Chapter 3 

Bounce Averaged Electron Fluid 

Equations 

N 
EW FLUID EQUATIONS FOR TRAP PED ELECTRONS are developed 
in this chapter .  The fluid equations for the ions derived in Chapter 2 

can accurately describe the dynamics of the toroidal ITG and ( somewhat 
less accurately) trapped ion modes when the electrons are adiabatic ,  but for re
alistic tokamak parameters , the nonadiabatic electron response , which primarily 
comes from trapped electrons ,  is often import ant . Proper treatment of the nona

diabatic  electron response is essential to describe electron heat transport and par
ticle transport . When the electrons are purely adiabatic ,  there is no net part icle 

transport , since the E x B convect ion of the perturbed electron density is  zero 
(E X B · v'fi e ex V<I> X B · V<I> = 0) . Quasineutrality then implies no net ion 

transport . In addition , in the adiabatic limit there are no electron temperature 
:fluctuat ions , so there is  no electron heat transport . Trapped electrons are a well 
known import ant destabilization mechanism ; the drive from the trapped electron 
toroidal precession resonance can double the growth rate  of the ITG mode in some 
regimes , and can also dest abilize the trapped electron mode (TEM) . In this chap

ter ,  a sophisticated bounce averaged trapped electron fluid model is derived which 
ret ains the pit ch angle dependence of the trapped electron response , as opposed 

to more simplified trapped electron models which assume the electrons are deeply 
trapped [KADO MTSEV and Po GUTS E ,  1 970] . Ret aining this pit ch angle dependence 

is potentially import ant for advanced tokamak configurat ions in the second st abil
ity regime or with reversed magnetic shear [KESSEL et al. , 1994] , where a maj or 
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fract ion of the trapped electrons have favorable toroidal precession drift . It also 
allows use of a full pitch angle scattering collision operator for electron collisions 

(and not a Krook-type algebraic approximat ion) , so these equat ions are cont inu
ously valid from the collisionless regime , where the trapped electron response is 
driven by the toroidal precession resonance , to the dissipat ive regime , to the very 

collisional regime where the trapped electrons become adiabat ic . 

Since their fast parallel mot ion allows bounce averaging of the electrons , the 
fast parallel t ime scale is removed , and these trapped electron fluid equat ions are 

not numerically st iff. Coupled with the ion equat ions derived in Chapter 2 , these 
equat ions can be used efficiently in high resolut ion 3D toroidal simulat ions which 

simultaneously include trapped electron effect s  as well as the ITG drive , and enable 
calculat ion of the full transport matrix:  electron and ion heat fluxes and part icle 
fluxes .  

3.1 Nonlinear Bounce Averaged Kinetic Equation 

The electron dynamics are actually simpler than the ion dynamics in two respect s , 

because m e « mi . Firstly, since the turbulent scales are on the order of the ion 
gyroradius , k1.Pe « 1 , so we can neglect FLR effect s  for the electrons and use the 
drift kinet ic equat ion instead of the gyrokinet ic  equat ion . Secondly, the turbulent 
t ime scales ( on the order of the ion transit frequency, Wti = Vti / q R , or the dia

magnet ic  frequency, w* = k1.Pi Vti /  Ln ) are long compared to the electron bounce 
frequency, w « Wbe = Vte /qR. (This ordering breaks down for barely trapped part i
cles , where Wbe ----+ 0 , but only over a very small region of velocity space . ) Thus we 
can average over the fast electron bounce mot ion ,  so the trapped electron dynamics 

are described by the nonlinear bounce averaged drift kinet ic  equat ion [GANG and 
DIAMOND , 1 990] : 

( 
a . C)h- e - e 

F ( 
a . T ) ( -inq(}  .m. ) N. -a + ZWde - n - - - e -a + ZW* e e 'l'n + n • t Te t b 

( 3 . 1 )  

This equat ion is four dimensional (two velocity space and two configurat ion space 
dimensions ) ,  since the variat ion along the field line has been removed by bounce 

averaging .  Before deriving the trapped electron fluid equat ions , it is useful to rewrite 
this equat ion in a form more suit able for t aking moment s .  
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In Eq . (3 . 1 ) ,  h� is the nonadiabat ic part of the electron distribut ion funct ion , 

fe = Fe eiJ> / Te + he . This equat ion was derived for axi symmetric circular concentric 

flux surfaces , and the perturbed distribut ion funct ion and potent ial were written 
usmg :  

(3 . 2)  
n 

(3 . 3)  
n 

To lowest order in w / Wbe , the fast parallel mot ion causes h e to be const ant along 
the field line , so 

(3 .4) 

and h e is zero to lowest order in w /wbe for passing electrons . Thus Eq . (3 . 1 )  describes 
the evolut ion of the bounce averaged part of the nonadiabat ic  electron distribut ion 
funct ion . The bounce average is defined by : 

( A (  () 1" ) ) = f dl/ l v 1 1 1 A (r , O , ( ) 
r, ' " b 

f dl/ l v u l  ' (3 . 5 ) 

where the integrat ion is along a field line , and l is the dist ance along the field line . 
The nonlinear term Nn describes convect ion by the bounce averaged E X B drift : 

(3 . 6 ) 

Using a field-aligned coordinate system , as described in Chapter 4 ,  this equat ion 
can be cast in a simpler form . Specifically, if we use the transformat ion Eq . ( 4 . 36 ) ,  

where x i s  the radial variable , y i s  perpendicular and most ly poloidal , and z = () i s  
the coordinate along the field line , we can rewrite Eqs . (3 . 2 )  and ( 3 .4) : 

so to lowest order in w / Wbe , h e is independent of the coordinate along the field line , 

z . At fixed z , the y variable is simply the toroidal angle , so he can be thought of 
as the distribut ion funct ion of banana centers at minor radius x and toroidal angle 
y. It will be most convenient to use the velocity space variables v and ,.,, , where v i s  

the total velocity ( E = v 2 /2 )  and ,.,, i s  a pit ch angle variable defined by : 

,.,, 2 = 1 - µBmin / E 
(3 . 8 ) 
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where lB = ( Bmax - Bmin ) / 2 Bmax · This is the pit ch angle at the outer midplane 
normalized to unity at the trapped-passing boundary, and is a const ant of the 

electron bounce motion . For deeply trapped electrons (with E = µBmin ) ,  ,.,, = O ; 
and the maximum ,.,, for passing particles (where µ = 0 )  is 1 / �. At the trapped
passing boundary ( where E = µBmax ) ,  ,.,, = 1 .  For trapped part icles ( ,.,,  < 1 ) ,  the 

poloidal angle of the banana tip or turning point , ()t , i s  related to ,.,, by: 

,.,, = sin (Ot/2 ) . ( 3 . 9 )  

This can be seen by  using E = µBt where B at the turning point is Bt = B0 / ( 1  + 
£ cos Ot ) - If we expand for small £ =  r/ Ro , the definition for ,.,, ,  Eq. ( 3 . 8 ) , becomes : 

( 3 . 1 0 )  

This pit ch angle variable differs slightly from the one used in  [GANG and DIAMOND , 
1990] , ,.,, 2 = [v 2 /2  - µB0 ( 1  - t) ] /2£µB0 , but for trapped particles the difference is 
negligible since v � V 1. . So to  lowest order in w/wbe , the nonadiabatic distribu
tion function is a function of two spatial coordinates ( x and y ) and two velocity 
space coordinates , ( v and ,.,, ) . The eikonal e-inq e appears inside the bounce average 

( <I>n e-inqe \ since Eq. ( 3 . 1 )  has been written as an evolut ion equation for h� , and 
both sides of (8h e /8t + · · · ) have been mult iplied by e-inq e _ Using Eq. ( 3 . 8 )  to write 

l v 1 1 I in terms of v and K, : l v 1 1 1 = v jl - B / Bmin ( l - 2£B K,2 ) ,  the bounce t ime is 

and the bounce average becomes : 

( .m. ) ( ) - .f dz <I> ( x , y , z ) / l v 1 1 1 _ qR
j

et d() <I> (x , y , () ) 
'¥ b x ,  Y, ,.,, - - , 

f dO/ l v 1 1 I  v - Ot Tb Vl - B / Bmin ( l - 2£B K,2 ) 

( 3. 1 1 ) 

( 3 . 1 2 )  

Bounce averaging turns functions of () into functions of pit ch angle , because of the 

,.,, dependence of the turning point , l v 1 1 1 , and Tb . Our derivation is correct for general 

magnet ic geometry, but from t ime to t ime it is instruct ive to look at the large 
aspect ratio (small t) limit to relate to previous work . Using B = B0 / ( 1  + £ cos 0)  
and expanding for small £ leads to the more standard form: 

( 3 . 1 3 )  
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where K(,.,,2 ) is the complete elliptic integral of the first kind,  

65 

( 3 . 14)  

The bounce averaged VB and curvature drift frequency, Wde , is the toroidal 
precession frequency. For small c ,  this is [KADOMTSEV and PoGUTSE ,  1 966] : 

( A ) ( E (,.,,2 ) 
) 

A ( E (,.,,2 ) 2) G s , ,.,,  = 2 K(,.,,2 ) 
- 1 + 4s K(,.,, 2 ) 

- 1 + ,.,, , 

where E ( ,.,,2 ) is the complete elliptic integral of the second kind,  

E ( ,.,. 2 ) = la
1 

dt J1 - ,.,,2 t2 

la
1r/2 

d I 2 2 .., = 
0 

t y  1 - ,.,, sin t .  
0 ,vf=t2 

( 3 . 1 5 ) 

( 3 . 1 6 ) 

It is important to  keep the pitch angle dependence of Wde to describe the st abilization 

of trapped electron modes in reversed shear configurations ( s < 0 ) . The limiting 

values G(s , ,.,, = 0) = 1 and G(s , ,.,, = 1) = - 1 are independent of shear , but as 
s decreases , more trapped particles precess in the favorable direct ion , G < 0, as 
shown in Fig . 3 . 1 .  

Finally, w'fe i s  the bounce averaged diamagnetic frequency : 

T cTe ky 
[ ( 

v 2 3 )  l W* e = -- 1 + 'T/e -2 - -eB Ln Vte 2 

To derive electron fluid equations , it is more convenient to write Eq. ( 3 . 1 )  in 

terms of ( fe ) b instead of h� . Writing Eq. (3 . 1 )  in terms of h e instead of h� removes 

the eikonal from inside the bounce average . Then the 8 / ot term can be removed 

from the right hand side of Eq. ( 3 . 1 )  by evolving ( !e h instead of h e , using : 

( 3 . 1 7) 

Since h e is independent of z to this order in w / Wbe , (h e h = h e : 

( 3 . 1 8 ) 
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Figure 3 . 1 :  Pit ch angle dependence of the toroidal precession frequency in the 
function G(  s, l'i: ) . 

Then Eq. (3 . 1 )  becomes : 

( 3 . 1 9 )  

The nonlinear term has been absorbed in  the tot al t ime derivat ive d / dt = 8 / ot + 
b X ( <I> ) b · V ,  and <I> has been normalized to  e /Te . 

Before t aking moments of this equation , let us calculate the tot al electron 
density, which we break into separate integrals over passing and trapped particles . 
Since the passing particles are adiabatic :  

n e (x, y, z )  l d3v <I> Fe + 1 d3 vfe 

l d3 v <I> Fe + 1 d3 v ( (fe ) b - ( <I> h Fe + <I> Fe ) 

The last line made use of Eq. ( 3 . 1 8 ) . The adiabatic pieces for trapped and passing 

particles can now be combined : 

( 3. 20) 
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As in the purely adiabatic limit , special treatment is  required for components which 
are const ant on flux surfaces ,  i . e .  with ky = 0 .  Treatment of this subtlety is post

poned until Section 3 . 5 .  The velocity space integral over trapped part icles in v and 
,.,, variables is  

{ d
3 ( f, ) r

= 
d 2 1 1 2BEB K, (fe ) b dK, 

lt V e b = j n 471" V V , 
t O sin( e/ 2 ) Bmin Vl - (Bf Bmin) ( l  - 2 EB K, 2 ) 

( 3 . 2 1 )  

where the ,.,, integral i s  limited t o  the range sin (0/2 )  to  1 ,  since at a given 0 ,  only 
particles with turning point s beyond t9 will contribute to the local density, and 
,.,, = sin ( Bt /2 ) . Expanding for small c ,  this t akes the more familiar form : 

We introduce the following shorthand notation for the pit ch angle integration : 

( 3 . 22)  

Averaging in pit ch angle turns functions of  ,.,, into functions of  t9 ,  because of  the t9 
dependence of the Jacobian and the turning point s .  The electron density in real 

space is j ust the ,.,, average of the v-averaged ( fe ) b . Defining a pitch angle dependent 
trapped electron "density" by integrating only over v : 

the total electron density in real space i s :  

( 3 . 23)  

The ,.,, average of  ( <I> h which appears here is analogous to the polarization density 
in the ion real space density, Eq. ( 2 . 9 ) , and comes from the z-dependent part of the 
tot al electron distribution function . 

3.2 Bounce Averaged Fluid Equations 

As seen in the previous sect ion , the pit ch angle dependence of the electron distri
bution function enters the kinetic equation in a fundament ally different way than 
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the v dependence . Firstly, the ,.,, dependence of the toroidal precession drift is  sep
arable from the v dependence , and secondly, the bounce averaged potential which 

enters the kinetic equation is  pitch angle dependent , since deeply trapped particles 
only respond to the potential on the outer midplane , while barely trapped particles 
respond to the potential averaged over the ent ire poloidal angle . This suggests a 

significantly different approach for deriving trapped electron fluid equations .  For 
the ions , we take moments over v 1 1 and V1. of the five dimensional fi ( x , y , z , v 1 1 , v 1. ) 
to obtain three dimensional ion fluid equations . For the electrons , we st art with 
the five dimensional fe ( x, y, z, v, ,.,, ) and bounce average , which removes the parallel 
coordinate .  Then we only need to t ake moment s over v of ( fe ) b ( x, y, v, ,.,, ) to  obt ain 
three dimensional pit ch angle dependent "fluid" equations for the electrons , which 

are functions of x, y, and K, .  These moments can be thought of as the electron den
sity, pressure , et c . ,  of banana tips ,  since ,.,, is directly related to the turning point 
by ,.,, = sin ( Ot/2 ) . The resulting trapped electron fluid equations look similar to the 

3D fluid equations derived in Chapter 2, with the parallel coordinate replaced by 
the pit ch angle variable , K,. Ret aining the pitch angle dependence of the electron 

moment s allows us to keep the full pitch angle pitch angle dependence of the to
roidal precession frequency and the bounce averaged potential .  It also allows the 
use of a full pit ch angle scattering Lorentz collision operator for electron collisions . 
When the real space electron density is needed in the quasineutrality constraint , we 

perform the ,.,, average in Eq. ( 3 . 22) . 

We derive trapped electron moment equations by averaging in v over the 
bounce averaged electron distribution function , (fe ) b . Since only even powers of v 
appear in Eq. (3 . 1 9 ) ,  we will only need even moment s :  

nt (x , y ,  ,.,, )  

where the electron moments have been normalized to  their Maxwellian values . The 
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v 2 dependence of the bounce averaged precession frequency, Eq. ( 3 . 1 5 ) , brings the 
next higher even moment into each dynamical equation ,  introducing the usual clo

sure problem of the coupled moment s hierarchy. Performing the v integration , we 
have : 

dnt 

dt 
dpt 

dt 
drt 

dt 
dtt 

dt 

+ 

+ 

+ 

+ 

tiwdePt - tiwde ( <I> h + iw* e ( <I> h = ( C) b (nt - ( <I> h ) ( 3 . 24) 

i iwde rt - i iwde ( <I> ) b + i ( l + T/e )w* e ( <I> h = (C) b (Pt - ( <I> h ) ( 3 . 25)  

; iwde tt - ;iwde ( <I> h + i ( l + 2r,e )w*e ( <I> h = (C) b (rt - ( <I> h ) ( 3 . 26)  

! iwde Vt - !iwde ( <I> h + i ( l + 3r,e )w* e ( <I> h = ( Ch ( rt - (<I> h ) ( 3 . 27)  

The collision terms will be discussed in Section 3 .4 .  We require a closure approxi
mation for the highest moment which models toroidal precession drift phase mixing. 
By analogy with Chapter 2, we use an extension of the method of [HAMMETT and 

PERKINS ,  1990] . For a 3-moment electron model (evolving nt , Pt , and rt ) we choose : 

( 3 . 28)  

and in the 4-moment electron model (also evolving it ) ,  we choose : 

( 3 . 29)  

As in Chapter 2 ,  each closure coefficient has  both a dissipat ive and non-dissipat ive 
piece , v = Vr + iVi lwde 1 /wde , but now Wde is pit ch angle dependent . We choose these 
closure coefficient s to closely approximate the bounce averaged kinetic response 
function , derived in the next section . 

3.3 Electron Closures 

From the linearized bounce kinetic equation , we can derive the response function 

for the pit ch angle dependent electron density : 

( 3 . 30)  
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which can again be factored into the form: 

(3. 31 )  

These integrals can be performed analytically, and are functions of x e = w / Wde and 
l'i: (through Wde (l'i: ) )  [TANG, 1974] . 

Re i = -2[1 + FeZ( Fe)] , 

Re2 = -[1 + 2x e + 2x�l2 Z (Fe)] + 3[ 1 + FeZ( Fe)] , 

where Z is the usual plasma dispersion function. 

(3. 32) 

(3. 33) 

(3. 34) 

Choosing Wde > 0 to simplify the notation in the following expressions, the 
response functions from the 3-moment electron equations are: 

R 
_ 8x; - 28veX e - 70vb + 12xe  - 42ve + 30 

el - 8x: - 28vex� - 70vbX e - 105va 
' 

R 
_ 12xe  - 42vc + 60 

e2 - 8x: - 28vc X� - 70vbX e - 105va ' 

and for the 4-moment electron equations: 

(3. 35) 

(3. 36) 

(3. 37) 

R 
_ 24x� - l08vdx; - 378vcX e - 945 (vb + Ve + Vd - 1) + 60x; - 270vdX e + 2 10x 8 

eo - -1 6x! + 72vdx: + 252vex�  + 630vbX e + 945va 
' ( 3· 38) 

1 6x� - 12vdx; - 252vcX e - 630vb + 24x; - l08vdX e - 378vc + 60x e - 270vd + 2 1 0  
Re 1 = ���������������������������� 

16x! - 72vdx: - 252vex� - 630vbX e - 945va 

Re2 = -24x; + 108vdX e + 378ve - 120xe + 540vd - 630
. 

-16x! + 72vdx: + 252vex� + 630vbX e + 945va 

(3. 39) 

(3. 40) 

Powell's method [PRESS et al. ,  1 986] is again used to determine the closure co
efficients by minimizing the error between the fluid and kinetic response func
tions, Reo , Re 1 , and Re2 , along the real X e axis for -3 < X e < 8. The best fits 
are Va = ( -.071 , -. 290) , Vb = (-.689, 1 . 102) , and Ve = ( 1 .774, -.817) for the 3-
moment model, and Va = ( . 073, . 038) , vb = ( -.060, -.657) , Ve = ( -1 . 085, 1 . 522) , 
and vd = (2. 073, -. 905) for the 4-moment model. The response functions for the 
4-moment model are shown in Fig. 3. 2. 
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Figure 3 . 2 :  Kinetic and fluid bounce averaged response functions , Reo , Re i , and 
Re2 , for the 4-moment electron model . 
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3.4 Bounce Averaged Lorentz Collision Operator 

Since the pit ch angle dependence is retained in the trapped electron fluid moment s ,  
it i s  possible to  use a Lorentz collision operator ( a different ial operator rather than a 
Krook algebraic model) for pit ch angle scattering by electron-electron and electron-

ion collisions : 

C = ve (v )  � ( 1 - e /Jfe 

2 ae ae ' ( 3 . 4 1 ) 

where the pit ch angle , l = v 1 1/v. The energy dependent collision frequency is : 

( 3 .42)  

where the Zeff part account s for electron-ion collisions (assuming v >> Vti )  summed 
over ion species ( Zeff =  Ej Z]ni / ne ) , and the Hee ( x )  part i s  from electron-electron 
collisions ,  where Hee ( x )  = /ij; exp( -x 2 /2 ) / x  + [ 1 - 1 / ( x 2 ) ] erf (x / y'2) .  Thi s  col
lision operator conserves part icles and energy, but not momentum . Electron-ion 
collisions do cause a loss  of electron momentum, which is transferred to ion momen

tum ,  but is usually ignorable since m e « mi . 

The bounce average of thi s  collision operator enters Eq . ( 3 . 1 9 ) , and is calcu

lated in [C ORDEY , 1 976 ; HAMMETT , 1 986] : 

Ve O [ 2 Tb { / Bmin ) 2 } 0 f ] ( Ch = 
2 l fo h  ofo 

( l -
lo )

TfoT \ B b 
- ( l -

lo ) ofo ' ( 3 .43)  

where fo i s  v 1 1 /v at the midplane , fo = Jl - µBmin / E .  Transforming to ,.,, using 

fo = �,.,,, using Eq . ( 3 . 1 8 )  for fe , and the fact that the adiabat ic piece Fe e if> /Te 

is independent of pitch angle , we have : 

( 3 . 44) 

This collision operator must be integrated over velocity, v, to  find the collision terms 
in the trapped electron fluid equat ions . Thi s  leads to two complicat ions : the 1 / v3 

dependence of the electron-ion term is singular in the electron density equat ion , and 
the other integrals do not lead to simple combinat ions of the electron moment s we 
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evolve . For example , the collision term in the trapped electron pressure equation 
couples different moments together : 

( 3 .45)  

where in the last step , ( !e h has been expanded using the electron moment s as 
a basis set , with as yet undetermined coefficient s .  To avoid solving the closure 
problem again , at this point we assume Ve = const ant , using : 

( 3 .46)  

Integration over v then leads to the collision terms in Eqs . ( 3 . 24-3 . 27 ) . A better 

approximation , which we leave to future work , would lead to weaker coefficient s 
in the higher moment equations to  model the velocity dependence of Ve , but the 
present approximation captures the essential feature of the collision operator, which 
is primarily the pitch angle scattering process .  

3.5 Evolution of Trapped Electron Moments 

This section describes how these electron moment equations are solved.  The empha
sis is on numerical solution , but analytic solution would follow conceptually similar 
procedures . 

In the numerical simulations described in later chapters , the ion gyro:fluid 
moment s are stored and evolved in ( x, y, z) space . The parallel grid point s are 
evenly spaced in z = () from - N 7r to N 7r ,  where N 2:: 1 ,  as discussed in Chapter 4 .  
This parallel coordinate is  linearly equivalent to the extended poloidal angle in the 
ballooning represent ation . The electron moment s are stored and evolved in ( x, y, r.,)  

space . The pitch angle grid point s are at r., = sin ( 0)  /2  to  provide more resolution 
near the trapped-passing boundary where Wde is varying rapidly. Separate electron 

moment s are independently evolved in each magnetic well along the parallel co
ordinate ,  i . e . , the moment s for - 7!"  < () < 7r are separate from the moment s for 

7r < () < 371" . The bounce averaged ( <I> h (x ,  y, r.,) is calculated from <I> (x, y, z) by 
numerically integrating Eq. ( 3 . 1 2 ) , and then used to advance the electron moments 
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in time . Special care must be t aken at the turning point s ,  where Eq. ( 3 . 1 2 )  has 
integrable singularities . Choosing the ,.,, spacing ,.,, = sin ( ()  /2 )  so that the turning 

point s lie exactly on a () grid point simplifies this integrat ion . The electron nonlin
earit ies are evaluated in a manner completely analogous to the ion nonlinearities ,  
but in  ,.,, rather than in z.  The electron collision terms are evaluated implicitly. 

The ,.,, dependence in Eq. ( 3 .44) and the boundary condition that ( fe ) b = (<I> h at 
the trapped-passing boundary automatically incorporates the strong effect s of pitch 

angle scattering near the trapped-passing boundary. 

Only the electron density moment ever needs to be evaluated in real space . 
To solve the quasineutrality equation , Eq. ( 2 . 9 ) ,  the real space electron density, 

n e ( x , y , z ) ,  is calculated by performing the ,.,, averages of nt ( x , y , ,.,, )  and ( cI> ) b as 

given by Eqs . ( 3 . 22 )  and ( 3 . 23 ) . Again , special care must be taken at the turning 
point s where Eq. ( 3 . 22)  contains integrable singularit ies . Then the quasineutrality 
equat ion is solved for cl>, and this entire process is repeated for the next t ime step . 

As  in the adiabat ic limit , special treatment is required for perturbations 

with ky = 0, which are const ant on flux surfaces .  When ky =/- 0, trapped electrons 
scattered onto passing orbit s quickly become adiabatic ,  but this is  not true if ky = 0 .  
When ky = 0 ,  Wde = w* e = 0 ,  s o  the bounce averaged kinet ic equation reduces to :  

( 3 .47)  

The ky = 0 electron moment s for passing particles are separately evolved,  and 
interact with the trapped electron ky = 0 moments through collisions . We need to 

extend the ,.,, variable to include passing part icles ,  which occupy the range 1 < ,.,, < 
1 /  �' and extend the definit ion of the bounce average for ,.,, > 1 :  

( cl> ) = f\ dzcI> ( x ,  z ) / l v 1 1 1 
b f\. dz/ l v u l ' 

( 3 .48)  

for modes which are independent of y. For modes with ky =/- 0,  ( <I> h = 0 for passing 
particles . Including nonadiabatic passing particles for ky = 0, the generalizat ion of 
Eq. ( 3 . 23)  i s :  

ne (x , Y, z)  = i d3 vfe + l d3 v fe = J d3 v ( (!e h - ( cI> h Fe + <I> Fe ) ,  

which can be written in the same form as Eq. ( 3 . 23 ) , 

(3 . 49) 

( 3 . 50 )  
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if we extend the "' average to include passing particles : 

1 1 /� 2B£BK,A(K, )dK, (A("' ) ) I> = 
sin(i'l/2 ) Bmin Vl - ( B / Bmin ) ( l  - 2 £B K, 2 ) 
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( 3 . 5 1 )  

When nt = 0 ,  Eq. ( 3 . 50 )  becomes n e = no (cI> - ( ( <I>h) 1> ) - That this i s  the proper 
adiabatic density response , Eq. ( 2 . 98 ) , can be seen by using the identity ( (cI> ) b ) I> = 
J dz cI>(x , y, z )/ B. 

3.6 Comparison with Linear Kinetic Theory 

We first test these trapped electron fluid equations by comparing the local linear 

growth rates and frequencies with kinetic theory. In the local limit , we choose 
k 1 1 = 1/qR, and ignore the bounce averages ,  i . e .  we approximate cI> = (<I>h .  We also 
evaluate Wde in the deeply trapped limit , at "' = 0. The local dispersion relation with 
trapped electrons is  � = -T Re , where the fluid and kinet ic Ri ' s are given in Chapter 

2 and the fluid and kinetic Re ' s are given by Eq. ( 3 . 3 1 )  and Eq. ( 3 . 35)- ( 3 .40) . 
Fig . 3 . 3  shows the growth rates and real frequencies vs . kepi for the parameters 
'T/i = 'T/e = 3, q = 1 . 5 ,  ln = 1 /3 ,  £ = 1 /6 ,  and Ti = Te , in the collisionless limit . 

The gyrofluid and trapped electron fluid result s are in very good agreement with 

fully kinet ic theory. The eigenfrequencies with adiabatic electrons are also shown . 

These are the same parameters as in Fig .  1 of [KoTSCHENREUTHER et al. , 1994b] , 
and comparison with Fig .  3 .4 shows that the dest abilization by trapped electrons 
is  strongly over-emphasized by the local and deeply trapped approximations , which 
neglect the bounce averaging of the potential and the variat ion of the toroidal 

precession frequency with pitch angle . Both of these effect s will reduce the trapped 
electron density response .  The three and four moment electron equations yield 
virtually identical result s .  

We next compare fully nonlocal result s with kinetic theory i n  the collisionless 

limit . The eigenfrequencies from the six moment toroidal gyrofluid equations and 
the three moment trapped electron fluid equations are compared with fully kinetic 

calculations [KoTSCHENREUTHER et al. , 1994b] in Fig .  3 .4 . These result s are for 
a pure deuterium plasma in the collisionless limit for the parameters 'T/i = 'T/e = 3 ,  

s = 1 ,  q = 1 . 5 ,  tn = 1 /3 ,  and t = 1 / 6 ,  as i n  Fig .  1 of [KOTS CH ENREUTHER 
et al. , 1994b ] . The gyrofluid result s with purely adiabatic electrons are also shown . 



76 

1 

0 . 5  

0 

- 0 . 5  

- 1  
0 

Chapter 3 .  Bounce Averaged Electron Fluid Equations 

kinetic 
3 moments 
4 moments 

adiabatic 

0 . 2  0 . 4  0 . 6  0 . 8  

kePi 

1 1 . 2 

Figure 3 . 3 :  Comparison of local linear eigenfrequencies from gyrofluid and trapped 
electron fluid equations and fully kinetic result s .  The six moment toroidal gyrofluid 
equations are used , coupled with either the 3 moment or 4 moment electron equa
tions . The fluid result s are in very good agreement with kinetic theory. The result s 
with adiabatic electrons are also shown . Comparison with Fig . 3 . 4  shows that the 
dest abilization by trapped electrons is  strongly over-emphasized by the local and 
deeply trapped approximat ions . 
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Figure 3 .4 :  Comparison of linear eigenfrequencies from gyro:fluid trapped electron 
fluid equations and fully kinetic result s .  The agreement is quite favorable . Also 
shown are the gyro:fluid result s with adiabatic electrons ,  showing that the trapped 
electron response doubles the growth rates for these parameters , even though this 
is  an ITG mode . 

The trapped electron response doubles the growth rates for these parameters , even 

though this is an ITG mode . Overall the agreement between gyro:fluid and kinetic 
result s is  quite favorable . 

Now we test our model of electron collisions by comparing with fully kinetic 
result s .  In Fig . 3 . 5 ,  the variation of linear eigenfrequencies with collisionality is  

shown , for kepi = 0 . 35 ,  as in Fig . 2 of [KOTSCHENREUTHER et al. , 1994b] . The 
other parameters are as above . Again ,  there is  very good agreement . The gyro:fluid 
equations give a somewhat sharper transition from the collisionless regime to the 

strongly collisional regime where the electrons become adiabatic .  Better agreement 
should be possible by modeling some of the velocity dependence of Ve ( v ) .  

While trapped electrons have a strong effect o n  the I T G  mode fo r  low col

lisionality, the most interesting effect of the nonadiabatic electron dynamics is the 
dest abilizat ion of the trapped electron mode (TEM) . For large collisionality the elec-
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Figure 3 . 5 :  Variation of linear eigenfrequencies with Ve , from kinetic theory and 
the gyro:fluid trapped electron model . There is  good agreement from the collision
less  regime where the electron dest abilizat ion comes from the toroidal precession 
resonance , to the strongly collisional regime where the electrons become adiabatic .  
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trons are nearly adiabatic ,  and when 'T/i falls below a crit ical value , ryyrit , the ITG 
mode is st abilized and the plasma is completely st able . At low collisionality, when 'T/i 

falls below the adiabat ic ryfrit , the trapped electron mode can st ill be unst able [RE
WOLDT and TAN G ,  1 990] . Fig . 3 . 6  shows this behavior using the gyro:fluid trapped 
electron model , for the parameters above , holding 'T/i = 'T/e · The solid squares are 

the linear growth rates for kepi = 0 . 3  at large v* e · At this large collisionality, below 
'T/i � 1 . 5 ,  the ITG mode is stabilized .  The open circles are the linear growth rates 

for v*e = 0 . 02 .  For 'T/i ,2:, 1 . 5 ,  the ITG mode is  unst able , and is  further dest abilized 
by trapped electrons ( compared to it s growth rate with adiabatic electrons) . Below 

'T/i � 1 . 5 ,  it evolves into a trapped electron mode . When this transit ion occurs is  
a function of kepi , so the trapped electron mode growth rates are also shown for 
kg pi = 0 .4 .  Near 'T/i = 1 . 5 ,  it is difficult to determine the eigenfrequency, since there 
are two unst able modes with nearly the same growth rates . 

Thus , at low collisionality, the most striking effect of trapped electrons is to 
soften the ITG threshold.  The TEM has quasilinear Q e > Qi , while the ITG mode 

has Q e < Qi , as in [REWOLDT and TAN G ,  1 990] , so the TEM can be expected to 
cause less ion heat transport . In this respect , there is  still a threshold for the ion heat 

transport , but it is not a sharp threshold at low collisionality. Below the adiabatic 
ITG threshold ,  the growth rates become strong functions of electron collisionality 

and electron temperature and density gradient s ,  which suggest s that the turbulence 
levels and both ion and electron heat transport will be strongly dependent on these 
parameters in this regime . 
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Figure 3 . 6 :  Linear growth rates from the gyro:fluid trapped electron model varying 
'T/i and holding 'T/i = 'T/e , showing the transit ion from an ITG mode to a trapped 
electron mode at kepi = 0 . 3 .  At high collisionality ( solid squares) , v* e = 1 0 ,  the 
electrons are nearly adiabatic ,  and when 'T/i ::., 1 . 5 the plasma is  completely st able . 
At low collisionality ( open circles) , v* e = 0 . 02 ,  for 'T/i ::., 1 . 5 the TEM is unst able . 
The TEM growth rate for kg pi = 0 .4 is also shown , since the transit ion from ITG 
to TEM depends on kePi · 



Chapter 4 

Field-aligned Coordinate System 

T 
URBULENCE I N  TOKAMAKS i s  characterized by long parallel wave
lengths and short perpendicular wavelengths . This chapter describes a 
coordinate system for nonlinear fluid ,  gyrokinetic "Vlasov" , or part icle 

simulations that exploits  the elongated nature of the turbulence by resolving the 

minimum necessary simulation volume : a long thin twisting flux tube .  It is very 

similar to the ballooning representation , although periodicity constraint s can be in
corporated in a manner that allows E x B nonlinearities to be evaluated efficiently 
with FFTs . If the parallel correlat ion length is very long, however, enforcing peri

odicity can introduce artificial correlations , so periodicity should not necessarily be 
enforced in poloidal angle at () = ±7r . The advant ages and limitations of this ap
proach are discussed, and some of the inherent assumptions are tested numerically 
with 3D simulat ions of toroidal ITG driven turbulence . 

4 . 1  Motivation 

The turbulence that evolves from fine-scale inst abilit ies ( e .g .  'T/i , trapped electron , 

or resist ive ballooning modes)  is thought to  be responsible for the anomalously 
large particle , momentum, and heat transport levels in tokamaks .  It is  therefore of 

great interest to simulate numerically the nonlinear evolution of these inst abilities 
to determine the resulting :fluctuation and transport levels . These inst abilities are 

characterized by long wavelengths parallel to the magnetic field and short perpen
dicular wavelengths ,  on the order of the ion gyroradius ,  Pi · This i s ,  of course , a 

8 1  
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consequence of the rapid communication along field lines ( at the sound speed for electrostat ic instabilit ies ) and slow communication across the field lines ( typically velocities across the field do not exceed the diamagnet ic speed) . In addition , :fluctuation measurement s [FONCK et al. , 1993 ;  MAZZUCATO and NAZIKIAN , 1 993] in tokamaks indicate a relat ively short perpendicular correlation length ("' l Opi ) ,  but a long parallel correlation length [ZWEBEN and MEDLEY, 1 989] . Simulat ion of a full tokamak with adequate resolut ion of these fine perpendicular scales is somewhat beyond the presently available computational resources , since pi/ a "' 10-3 for present day large tokamaks , where a is the minor radius . (The latest full torus gyrokinet ic particle simulations can now be run down to pi/a = 1 / 128  [HAMMETT et al. , 1994] . )  However,  i t  may b e  unnecessary t o  simulate a whole torus t o  reproduce small-scale , locally-driven turbulence . This chapter describes a coordinate system for nonlinear simulat ions that resolves a much smaller volume and is therefore computationally more efficient , while st ill resolving the relevant small scales . The smallest possible simulat ion volume is a long thin flux tube that is several correlation lengths wide in both perpendicular directions ( radial and poloidal) , and extended along the field line , exploiting the elongated nature of the turbulence (k1. » k 1 1 ) .  This approach is advantageous for fluid ,  gyrokinetic "Vlasov" , and part icle simulations , and could eventually be compared with full torus simulations . 

The fundamental idea is to use coordinates that follow field lines . With such coordinates a flux tube (a  tube with a surface parallel to B) which is bent by magnetic curvature and twisted by magnetic shear , is mapped into a rectangular domain . Such twisting coordinates were originally proposed by [ROBERTS and TAYLOR,  1 965] , and [COWLEY et al. ,  1991 ]  emphasized their ut ility for nonlinear calculations . In [HAMMETT et al. , 1 993] , we described the essent ial features of this approach , with an emphasis on slab geometry. Here we focus more on the toroidal aspect s and actual details of implementation . The major problem of these field line coordinates is  enforcing the periodicity constraint since the coordinates are mult ivalued in a torus (except at low order rational surfaces) . In [COWLEY et al. , 1991 ]  i t  was emphasized that i t  is  unlikely that the correlated volume wraps around the torus and overlaps it self. When this is  true , the physical periodicity of the full torus is irrelevant , and the simplest approach is  to simulate a flux tube subdomain that is several parallel correlat ion lengths long (just as it should be several perpendicular correlat ion lengths wide) . As will be described in Section 4 . 3 ,  this can be 
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different from imposing periodicity at () = ±7r as is usually suggested for the bal
looning represent ation ( and which could lead to art ificial correlations which modify 

the result s ) . 

Another advantage of the field-line coordinates ,  in addit ion to  the efficiency 
of a minimum simulation volume , is that it can easily implement radial periodicity 
( which in regular coordinates is  complicated by the shear of the magnet ic field) , 
thus avoiding the problems of "quasilinear :flattening" and allowing self-consistent 

turbulence-generated "zonal" flows (flows which cause flux surfaces to rot ate) . The 
field-line coordinates are also particularly convenient for gyro:fluid simulations where 
partially Fourier transformed quantities (in 2 of the 3 dimensions) need to be eval

uated ,  such as lwd (O ) I ex 1 kg cos (O )  + kr sin (O ) I -

We have carried out simulations with various sizes for the flux-tube "box" , 

and verified that the result s are independent of the box size once it is larger than 
the correlat ion lengths in each direct ion , thus j ustifying some of the assumptions 
implicit in simulating a flux tube subdomain rather than the full torus . This leads 

to interest ing questions regarding Bohm vs. gyro-Bohm scaling for the turbulence , 
which we will consider in the Section 4 . 8 .  

4.2 Flux Tube Simulations in General 

If one wants to describe turbulence which is highly elongated along field lines and 
narrowly localized across field lines it is natural to  introduce coordinates which are 

constant on field lines . A natural way to do this for any general magnetic field is  
to use the Clebsch representation of the magnet ic field [KRUSKAL and KULSRU D ,  

1 958] ( since V · B = 0) : 

B = Va x  V 'ljJ .  (4 . 1 ) 

Clearly B · Va = B · V 'ljJ = 0 so that a and 'ljJ are const ant on field lines . Thus 

a and 'ljJ are natural coordinates for the flux tube .  A third coordinate ,  z, must 
be defined that represent s distance along the flux tube .  One obvious choice of the 
third coordinate is the physical length along the field line , though this is not always 

the most convenient choice . A complication of using a and 'ljJ as coordinates is that 

they are not unique , for instance if a' = a + g( 'ljJ )  then B = Va' X V 'ljJ .  In many 
applications toroidal flux surfaces are defined and it is natural to t ake 'ljJ to be the 
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poloidal flux . The choice of a is  less obvious and may be opt imized for a particular 
calculation . A further complication is that a and 'lj,, are typically not naturally 

single valued and a cut must be introduced to enforce single values [KRUSKAL and 
KULSRU D ,  1 958] . This issue will be discussed extensively below . Let us imagine 
that a choice of a, 'lj,, , and z has been made and that a = a(r) , 'lj,, = 'lj,, (r ) , and 

z = z ( r) are known functions . This information can be obt ained for inst ance from 
the output of an equilibrium code . Thus , in what follows ,  the metric coefficient s for 

the transformation to the a, 'lj,, , z coordinates are t aken to be known . The Jacobian 

of this transformation is J = (Va x V'lj,, · V z t 1 . 

Three spatial operators appear many t imes in the equations for the pertur
bat ions , they are : B · V ,  V� , and B x V<I> · V .  In the a ,  'lj,, , z coordinates we 

have : 

B · VA = (Va x V'lj,, · Vz) ( �: ) 
°' , ,f; 

1 oA 
J oz ' 

V2 A 

B x V<I> · VA 

+ 

+ 

(
oA o<I> -

oA o<I>
) B2 

o'lj,, oa oa o'lj,, 

(
oA o<I> oA o<I>

) - - - - - (Va x V'lj,, )  · (Va x Vz)  
oz oa oa oz 

(
oA o<I> oA o<I>

) 
oz o'lj,, 

-
o'lj,, oz 

(Va X V'lj,, ) . (V'lj,, X Vz) , 

where A and <I> are any scalars . Eqs . ( 4 . 2 ) - (  4 .4 )  are completely general . 

( 4 . 2 )  

( 4 . 3 ) 

(4 .4) 

We shall assume that the turbulence we wish to simulate has perpendicular 

correlat ion lengths that are short compared to equilibrium scale lengths but a par
allel correlation length of the same order as the equilibrium scale lengths . Let us 

consider a simulation domain that is a flux tube volume defined by a0 - �a < a < 
a0 + �a, 'lj,,0 - �'lj,, < 'lj,, < 'lj,,0 + �'lj,, ,  and - z0 < z < z0 . This volume is chosen to 
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be several correlat ion lengths in all three directions . Of course one want s to  make 
this volume as small as possible to save computer t ime . Once the box volume is  

larger than several correlation lengths the turbulence should be insensit ive to  the 
size of the box .  One tests whether the box size is adequate (in the usual way) by 
increasing the box size and comparing the turbulence in the different size boxes , or 

by measuring the correlation functions in a given box and verifying that they go 
to zero at the edges of the box .  In this way we arrive at a minimum simulation 

volume . 

Since the simulat ion volume is narrow m a and 'lj,, ( compared to equilib
rium variations)  all equilibrium quantities ( or gradients of equilibrium quantities 
when they appear in the equations)  are to lowest order functions of z alone . In 

other words , the perpendicular scale of the equilibrium is  much greater than the 
perpendicular scale of the perturbations , and the box is chosen to be only slightly 
larger than the largest scale perturbations ,  so across the box (i . e .  in a and 'lj,, ) one 
can ignore the variat ion of these equilibrium quantities . For example , the Jacobian 

J = (Va x V 'lj,, · V z t 1 i s  to a good approximation const ant across the box but not 
along the box ,  thus J = J( a0 , 'lj,,0 , z ) . 

When A is a perturbed scalar ( e .g .  n , T, et c . ) ,  and cI> is the potential, we can 

neglect the 8/ oz terms in Eqs . (4 . 3 )  and (4 .4)  since they are smaller by k 1 1 /k1. . The 
coefficient s in Eqs . (4 . 2 ) , (4 . 3 ) ,  and (4 .4)  (various element s of the metric tensor) are 

again roughly constant across the box and therefore may be taken as functions of z 
alone with a = a0 and 'lj,, = 'lj,,0 . Then Eqs . ( 4 . 3 )  and ( 4 .4) reduce to :  

a2A a2A a2A 
V� A  = 1 Va l 2 

oa2 + 2Va · V'lj,, 
oao'lj,, 

+ I V'lj,, 1 2 

o'lj,, 2
, (4 . 5 ) 

(4 . 6 )  

Therefore , the equations to be solved i n  this ( minimum simulat ion) volume 

have no explicit dependence on a or 'lj,, , which leads to great comput at ional sim

plificat ion . The E x B nonlinearity t akes the simple form Eq. ( 4 . 6 ) , and all other 
coefficient s in the equations are only functions of z. 

The perpendicular boundary condit ions on the perturbations at a =  a0 ± �a 

and 'lj,, = 'lj,,0 ± �'lj,, are t aken to be periodic .  If the box is more than a correla
tion length wide the turbulence should be insensit ive to the boundary conditions , 
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although one set of boundary condit ions that is  not advisable is  fixed boundary condit ions which prohibit energy and particle fluxes through the boundary. If fixed radial boundary conditions without sources or sinks are used , then the m = 0 , n = 0 component of the perturbat ions (where m is the poloidal mode number and n is the toroidal mode number) will grow to eventually cancel the driving equilibrium gradient s ( "quasilinear :flattening" ) , thus turning off the turbulence . In principle , this problem can be overcome with a sufficiently large box so that the t ime scale to flatten the driving gradient s becomes much longer than the simulation time . But periodic radial boundary condit ions avoid :flattening altogether and allow the use of a more efficient , smaller box . Past simulations have sometimes zeroed out the m = 0 , n = 0 components of perturbat ions to avoid this :flattening , but that prevent s the turbulence from being able to generate sheared zonal flows ( resulting from the m = 0 , n = 0 component of the electrostat ic potential , <I> ( 1/i ) , which varies only with minor radius ) , which can be an important nonlinear saturation process [HAMMETT et al. ,  1993 ; DORLAND et al. , 1993 ; COHEN et al. , 1993 ; HASEGAWA and WAKATANI , 1 987 ; CARRERAS et al. ,  1 99 1 ;  D IAMOND and K IM , 199 1 ] . Periodic radial boundary conditions allow the self-consistent evolution of m = 0 , n = 0 perturbations such as the zonal flows .  

The assumption of radial periodicity m the small flux-tube is not based on actual physical constraint s ( that would require simulating the full tokamak to include losses to the limiter , auxiliary heat ing of the tokamak core , and including a vacuum region and a conducting shell) . Instead , we are assuming that the statistical propert ies of the :fluctuations at 1/i + 2!:11/i are the same as at 1/i , and that if the simulat ion box width 2!:11/i i s  larger than the radial correlat ion length we can assume that they are actually ident ical at every instant . This statistical radial periodicity also serves as a model of the effect of turbulence in neighboring regions on the simulated subdomain . This is  illustrated by the contours in Fig . 4 . 9 , which show eddies that stick out of one side of the box and reenter on the other side of the box . Periodic boundary conditions are often used in 2-D plasma simulations (such as Hasegawa-Mirna) or in simulations of homogeneous Navier-Stokes Turbulence , but are complicated somewhat in 3-D plasma simulat ions by the shear in the magnetic field .  Because the parallel dynamics are so much faster than the perpendicular dynamics (so k 1 1 « k1. ) , the fluctuations tend to be elongated along the direction of the magnet ic field , which point s in different directions at different radii . In 
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regular coordinates this  requires the use of  something like the "twist-and-shift "  radial boundary conditions suggested by [KoTSCHENREUTHER and WONG ,  199 1 ] ; also discussed in [DORLAND et al. , 1993 ;  DIMITS , 1 993] . The field-line coordinates ,  however , are already aligned with the magnetic field ,  so radial periodicity becomes simply A(� + 26.� , a, z, t )  = A(� ' a, z, t ) . Some of the is sues involved in radial periodicity are discus sed in more detail in [DORLAND et al. , 1993 ;  DORLAND ,  1993 ;  COHEN et al. , 1 993] . 
For the same reasons , we can also assume stat i st ical periodicity in the a direct ion ,  A (� ,  a + 26.a,  z, t )  = A(� , a, z, t ) . There is no explicit dependence of the operators in Eqs . ( 4 . 5 ,4 . 6 )  on a or � ' so it is useful to expand in a Fourier series in � and a ( which also provides periodicity in those direct ions ) :  

00 00 A( . t. t ) � � A� J- , k ( z ,  t ) e ij1r(,J;-,J;o ) /!:!.,f;+ik1r(a.-a.o ) /!:!.a. _ 'f' , a , z , = L.., L.., 
j=-oo k=-oo 

(4 . 7 ) 

The boundary condit ions in the z direct ion will be di scus sed in the next sect ion .  Note that while each term in the Fourier series is a plane wave in a ,  � coordinates , the wavefront s in real space can be very di storted.  Perhaps the most pronounced distort ion arises from magnet ic shear . To understand this we first define the angle , \ between constant a and � surfaces : 
cos .>i = Va . V � 

1va 1 1v� 1 (4 . 8 ) 

Magnet ic shear makes A change as z changes-in real space the flux tube is then sheared and it s cross-sect ion goes from being rectangular where A = 1r /2 to being a parallelogram where A -=/- 1r /2 , as shown in Fig .  4 . 1 .  The wavefront s of each term in the Fourier series , Eq . ( 4 . 7) , also get sheared .  For example the j = 0 , k -=/- 0 term has wavefront s corresponding to the constant a lines . The individual terms in the series Eq . ( 4 . 7) are therefore "twi sted eddies" [ROBERTS and TAYLOR , 1 965 ; COWLEY et al. , 1 99 1 ] whose wavefront s twist as one moves along z .  
Now let us discuss the choice of the coordinates a and � .  A useful discussion of this procedure can be found in [WHITE ,  1989 ] . As shown in [GREENE and JOHNSON , 1 962] , it is possible to choose a, � ' and generalized "toroidal" and "poloidal" angle variables ( and () such that the field lines are straight in the ( ( , 0 ) plane and physical quant it ies are periodic over 21r in both variables . This choice of coordinates 
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Figure 4 . 1 :  Shearing of flux tube cross section at different posit ions along the tube .  Lines represent constant 'lj,, (dashed) and constant a ( solid) lines . 
will simplify our discussion of periodicity in section 4 . 3 .  For the general magnetic field Eq. (4 . 1 ) ,  we have [KRUSKAL and KULSRU D ,  1 958] : 

a = ¢ - q (  'lj,, ) 0  - v(  'lj,, , () ,  ¢) , ( 4 . 9 )  
where 'lj,, = ( 27rt 2 Iv drB · VO is  the poloidal flux, q ('lj,, )  = d'lj,,r/d'lj,, , 1PT = ( 27rt 2 

Iv dr B · V ¢ is the toroidal flux, dr is the volume element , and ¢ and () are the physical toroidal and poloidal angles ,  so physical quantities are periodic over 271" in ¢ and 0. The function v is  also periodic in ¢ and 0. We now introduce a new toroidal coordinate ,  
( = <P - v('lj,, ,  () ,  ¢) . (4 . 1 0 )  

With this choice a = ( - q('lj,, ) O ,  ( 4 . 1 1 )  
and the magnet ic field lines are straight in the ( ( ,0 )  plane . Further , periodicity is preserved in ( and (). Often , () is  also redefined to choose a specific form of the Jacobian . An alternative to Eq. (4 . 1 0 )  would be to use ( = ¢ and introduce a new poloidal coordinate ()' = () + v / q. In any case , we will make use of the fact that a coordinate system can be chosen such that magnetic fields lines are straight 



4 . 3 .  Periodicity and Parallel Boundary Conditions 89 

in the ( 0 ,  () plane , and are given by a = ( - q( 'ljJ )0 = constant . For our parallel coordinate z we will use z = 0, since this makes our descript ion very close to the usual ballooning mode formalism.  Note that z is not restricted to - 7!" < z < 1r , as we may choose to simulate a flux tube which follows a field line wrapping around the torus several t imes in the poloidal direct ion , not just once . This will be discussed further in the next sect ion . 
In summary, our field-line following coordinate system is given by ('lj,, , a, z), where field lines are labeled by constant 'ljJ and a .  One can think of 'ljJ as a radial coordinate ,  a = ( - q( 'ljJ ) 0  as a perpendicular-to-the-field coordinate ,  and z = 0 as a parallel-to-the-field coordinate .  Our notat ion simplifies if we introduce the following new variables : ro y = - - ( a  - ao ) ,  qo z = 0 ,  (4 . 1 2 )  

where q0 = q (  'lj,,0) ,  B0 i s  the field at the magnet ic axi s ,  and r0 is the distance from the magnet ic axis to the center of the box . Then Eq. (4 . 7 )  becomes : 
00 A(x , y , z , t ) = L 

00 
� ikx x+iky y A_ ( t )  L...., e kx , ky 

z , ' 
kx = - oo  ky = - oo  

(4 . 1 3 )  
with kx = j1r / 6.x , ky = - k1r / 6.y , 6.x = qo6.'lp / Boro , and 6.y = ro6.a/qo .  The rectangular computational box of "radial" width 26.x , and "poloidal" width 26.y , and extended along the field line , 0 ,  is mapped onto a flux tube , as shown in Fig. 4 . 2 ,  for  example . 

These coordinates are similar to those used in [WALTZ and BOOZER,  1 993] . Our a, 'lj,, , and z are analogous to -qO', p', and <// in [WALTZ and BOOZER,  1 993] , respectively, since they have chosen to measure the distance along the field line with <// , a "toroidal" angle , while we use O .  A more significant difference between our representation and [WALTZ and BOOZER,  1 993] is the treatment of periodicity, though their more recent work [WALTZ et al. , 1 994a] has adopted a similar treatment to ours , described in the next sect ion . 
4.3 Periodicity and Parallel Boundary Conditions 

The choice of parallel boundary condit ions involves a number of subtle , yet important issues . The main concept is that of a statistically-motivated periodicity, 



90 Chapter 4 .  Field-aligned Coordinate System 

Figure 4 . 2 :  The rectangular computational domain mapped onto a flux tube in a torus , with q0 = 2 . 4  and shear ,  s = 1 . 5 .  The ends of this flux tube are cut off at poloidal angle - 1r  and 1r , and the sheared cross-sections of the flux tube in the poloidal plane are indicated.  
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a s  described in  Section 4 . 2  for  the 'lj,, and a boundary conditions .  For moderately "ballooning" turbulence we might expect parallel correlat ion lengths Be "" ( 1  - 2 )7r  (though i t  might be longer than this ) .  The simulat ion box should have a length 2z0 = 271" N in the parallel direct ion which is  several t imes the parallel correlation length .  In some cases a box length of 271" might be sufficient . But an even longer box may be necessary in many cases to ensure that one end of the box is sufficiently decorrelated from the other end of the box to avoid art ificially constraining correlat ion effect s , just as the box must be at least a few correlation lengths wide in the 'lj,, and a directions .  For the cases simulated in Section 4 .  7 ,  parallel box lengths of at least 471" were needed for good convergence . 

One must be careful about which other coordinates are held fixed while applying parallel periodicity, j ust as one must be careful to impose radial periodicity in field-line coordinates ( 'lj,, , a, z) ( i . e . , impose periodicity in 'lj,, while holding a and z fixed) . As discussed in Sect ion 4 . 2 , trying to impose radial periodicity in the usual ( 'lj,, , () , ( )  coordinates would miss the fact that :fluctuations tend to be extended along the magnet ic field , which changes direct ion in the the ( () , () plane as 'lj,, is varied . Similarly, though the flux-tube is rectangular in ( 'lj,, , a) coordinates , it twists into a parallelogram in physical space as one follows the flux-tube along z (Figs . 4 . 1  and 4 . 2 ) . The :fluctuations i n  the physical plane perpendicular t o  a magnetic field line should be statistically identical at all places along that field-line with the same poloidal angle ( z = 0 , 271" , 471" , . . .  ) , irrespective of the twisting of the flux-tube which increases without bound as z -+ oo .  Because of this , we will assume that the :fluctuations are periodic in z while holding ( 'lj,, , ( )  fixed , rather than holding the field-line coordinates ( 'lj,, , a) fixed.  The reader may find it easier to visualize this in sheared slab geometry, as carried out in [HAMMETT et al. ,  1 993] . 
A related problem is that if we were to impose parallel periodicity as A (  'lj,, , a , +zo ) = A('lj,, , a , - z0) , then every field line would effectively be a rational field line that connected to itself. Field lines are labeled by constant ('lj,, , a) , and such a boundary condition causes any particles flowing out one end of the field line to flow back in the other end of the box on the same field line . This is  unlike a real sheared magnet ic field where the set of irrat ional field-lines is dense , i . e . , most of the field-lines are irrat ional and never connect to themselves . 
So , we will impose periodicity in z while holding 'lj,, and ( fixed (rather than 
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holding 'lj,, and a fixed) . Specifically, 

Rather than the form of a boundary condit ion in z, this can be stated as a more general periodicity relat ion with period 21r N:  
A( 'lj,, , a ( 0 + 21r N,  ( ) , z ( 0 + 21r N))  = A( 'lj,, , a ( 0 ,  ( ) , z ( 0 ) )  ( 4 . 14 ) 

Physically, this is equivalent to considering two ( 'lj,, , ( )  planes cut t ing through the flux tube , at z = 0 and at z = 0 + 21r N , and assuming that the turbulence is (stat ist ically) ident ical in those two planes . To evaluate this periodicity constraint , first subst itute a = ( - q ('lj,, ) O , z = 0 into Eq . (4 . 7 ) ,  and take a0 = 0 for simplicity (it drops out ) ,  to get 
00 00 

A = L L Aj , k (O , t ) e ij1r('I/J-'I/Jo ) /b.:I/J+ik1r(/b..a- ik1rq ('I/J) (}/b..a _ 
j=-oo k=-oo 

( 4 . 15 )  
For a thin flux-tube , we can approximate q ( 'lj,, ) � q0 + ( 'lj,, - 'lj,,0 ) q' , where q' (oq/o'lj,, )'1/;='I/Jo , to get 

00 00 

A = L L Aj , k ( O , t ) i1r('I/J-'I/Jo ) (j / b..'1/;-kq ' (}/ b..a ) +ik1r(/ b..a- ik1rqo (} / b..a . 
j=-oo k=-oo 

Subst itut ing this into Eq . ( 4 . 14 ) yields 
00 00 

(4 . 16 ) 

L L Aj , k ( O + 21r N , t ) i1r('I/J-'I/Jo ) (i / b..1/J-kq ' ((}+21rN)/  b.. a ) +ik1r(/ b..a- ik1rq0 ((}+21rN)/  b..a 
j=-oo k=-oo 

00 00 

= L L Aj , k ( O , t ) i1r( 'I/J-1/Jo ) (j / b..'1/;-kq ' (} / b..a ) +ik1r(/ b..a- ik1rq0 (} / b..a . 
j=-oo k=-oo 

( 4 . 1 7 ) 
In order for this to be valid at any arbitrary value of ( , the coefficient of each exp ( ik1r (/ �a) term must be ident ical : 

00 

L Aj , k ( O + 21r N , t ) i1r('I/J-'I/Jo ) (j / b..'1/;-kq ' (H21rN)/  b..a )- ik1rq0 (H21rN)/  b..a 
j=-oo 

00 

L Aj , k ( 0 , t ) i1r( 'I/J-1/Jo ) (j / b..'1/;-kq ' (} / b..a ) - ik1rqo (} / b..a . ( 4 . 18 ) 
j=-oo 
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We can make the coefficient s of ( 'lj,, - 'lj,,0 ) ident ical by shift ing the j index with the 
substitut ion j = j' + <Sj into the left-hand side , where 

( 4 . 1 9 ) 
and where 2!:lq = 2q' fl 'lj,, is the change in q from one edge of the box to the other . 
Note that <Sj must be an integer , which quantizes the ratio tlq/ !la, as discussed 
below . We now have 

L A_j'+oj, k (O  + 21r N, t ) e i1r ( ,f;- ,f;o ) (j '/b.,j;- kq ' fJ/b.cx) - ik1rqo ( fJ+21rN) /b.cx 

j '=-oo 

L Aj,k ( O , t ) e i1r ( ,f;- ,f;o ) (j/b.,j;-kq 1 fJ/b.cx) - ik1rqo fJ/b.cx . ( 4 . 20 )  
j=-oo 

For convenience , we can t ake the  width of the simulat ion volume 2!:la to be 1 / n0 

of the circumference in the toroidal direction , 

!la = 1r /n0 , ( 4 . 2 1 ) 
where n0 is a posit ive integer . Dropping the primes on j in Eq. (4 . 20 ) , the parallel 
periodicity condition now becomes 

( 4 . 22 )  

<Sj = kJ, J = 2n0 Ntlq, ( 4 . 23 )  

where the phase-factor Ck = exp( - i21r Nkq0n0 ) . Note that the requirement that j 
be an integer quantizes the range of q spanned by the flux tube 2!:lq to be J /n0 N, 
where J is an integer . For q' -=/- 0, this then quantizes the radial box size since 
tlq = q'tl'lj,, .  One can treat shearless q' = 0 cases as well , then <Sj = J = 0 ,  and 
the radial box size 2!:l'lj,, is no longer quantized and j ust needs to be at least a few 

radial correlat ion lengths wide . In the usual q' -=/- 0 case ,  the radial posit ion of the 
simulation box can always be adj usted slightly (less than one radial box width) so 

that q0 = q( 'lj,,0) is rational such that the phase-factor Ck = 1 .  

Eq. ( 4 . 22 )  thus expresses a modified periodicity condition on the mode am
plitudes : the value of a coefficient at one end of the box is specified by the value 

of another coefficient ( with the same k but a different j, i . e . , a different 00 , as we 
will describe below) at the other end of a box .  This is represented graphically in 
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Fig . 4 . 3  (which uses notation introduced below) . Of course computer simulations can not retain an infinite set of j ' s and k ' s .  Instead , enough j and k modes are kept to be able to resolve up to a desired value of k1. Pi ,  above which the coefficient s Aj , k are assumed to vanish . Note that <Sj = 0 for k = 0 modes , so the periodicity condit ion for k = 0 modes simplifies to Aj ,o (  0 + 21r N, t) = Aj ,o (  0, t ) . This completes the formal specificat ion of the boundary conditions ,  but we go on to express it in terms of notat ion often used in the ballooning transformation . It is common to introduce the "ballooning angle" 00 (j, k ) ,  such that the radial derivat ive of an individual (j, k) mode of Eq. (4 . 1 6 ) , 

:1P I ex i 1r (j / t:.1fa - kq'O / t:.a) , 
fJ , ( 

(4 . 24) 
vanishes at O = 00 . Note that this definition of 00 employs a derivative with respect to 1fa while holding O and ( fixed,  not  a and 0 .  Clearly at O = 00 (j, k)  the wavefront s of the j, k 'th term in Eq. (4 . 7 )  are perpendicular to the 1fa surfaces . Eqs . (4 . 2 1-4 . 24) yield kB ( . k) = j t:.a = ---1.!!_. 0 J, 

A 0 /, I A Ll. lfJ q noD.q 
( 4 . 25 )  

00 i s  discrete with spacing <500 = j1r / kn0t:.q that is  dependent on k .  Only the combinat ion k00 ever appears and the limit k = 0 must be interpreted in terms of the discrete j sum . In part icular , the turbulence can generate k = 0 ( 00 = oo) modes corresponding to zonal flows which can be important in the nonlinear dynamics , so the k = 0 modes must be allowed to evolve self-consistently. ( Likewise , one must be careful about the shearless limit q' = 0, where 00 -+ oo. The field-line coordinates are st ill useful , but it is then better to think about the j ( or kx ) label of the mode , which remains finite ,  rather than the 00 label . )  Using the definition of 00 in Eq. ( 4 . 25 ) , we can express the shift <Sj in Eq. ( 4 . 1 9 )  as a shift in 00 instead : <Sj1r t:.00 = k t:. = 21r N. ( 4 . 26 )  no q Using the definition of 00 to denote Aj , k by a corresponding Ag0 , k , and absorbing a phase factor which is independent of the coordinates ( 1fa ,  0 ,  () by using Aj,k = Aj , k exp [- ikn0 (q0B0 (j, k )  + a0 ) ] , the parallel periodicity condition of Eq. (4 .22 )  can be written in a form related to the familiar ballooning representation , 
( 4 . 27 )  
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This form of the periodicity relation is illustrated graphically in Fig . 4 . 3 .  

· · · · · ... 
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Figure 4 . 3 :  Boundary condition for A along the field line coordinate ,  Eq. (4 . 27) . Different kx modes ( i . e .  t90 ' s )  with the same ky are connected at ±1rN,  i .e .  A_g0 , k ( - 1r N) is connected to Ag0 +21rN,k ( 7r N) . 
Using Eqs . (4 . 2 1 )  and (4 .25 )  and q(1/J ) � q0 + (1/J - 1/J0 ) q' (or going back to Eq. ( 4 . 7 )  and using q it self for the radial-like coordinate 1/J ) ,  we can rewrite Eq. ( 4 . 1 6 ) as 

00 00 

A(1/J, 0, ( ,  t )  = L L Aj, k (O , t ) e i kno [( - q (1{1) ( {1- {lo (j, k ) ) ] , 
j=-oo k=-oo 

( 4 . 28 )  
I t  should be emphasized that Eqs . ( 4 . 1 6 )  and ( 4 . 28 )  are merely the same equations in different notat ion . Eq. ( 4 . 28 )  bears a strong resemblance to the standard ballooning representation . There are however important differences which we will discuss more fully in Section 4 . 5 .  

Eq .  ( 4 . 28 ) , when used with the periodicity relat ion in  Eq .  ( 4 . 27 ) , i s  periodic m t9 with period 21r N. By sett ing N = 1 ,  this can satisfy physical periodicity in t9, achieving the same result as the "sum over p" in the standard ballooning representation ( see Eq. (4 .32 ) ) .  Thus , we are able to recover physical periodicity as does the quasiballooning approach [DIMITS , 1 993] . However , one should not necessarily use N = 1 .  Rather , one should use a large enough N so that the parallel box length 2z0 = 21r N is at least several times the parallel correlation length ,  as 
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argued in the beginning of this section . This point may be confusing to those who think that N = 1 regular periodicity in () should always be enforced because () is a physical variable . This would be true if we were simulating the full torus with n0 = 1 .  Indeed,  Eq. ( 4 . 28 )  or ( 4 . 1 6 )  provides an expansion in a complete basis set if n0 = 1 and N = 1 .  However,  we are not trying to simulate the full torus , but a thin flux-tube whose width is only 1 / n0 of the full toroidal circumference (motivated by the short wavelengths and short perpendicular correlation lengths of the turbulence) . Then Eq. ( 4 . 28 )  represent s n0 identical copies of the simulat ion volume if one considers the full range of (, 0 -+ 271" . The distance along the field line in this simulat ion volume is parameterized by z = 0. Following the flux tube along the field lines ( at fixed a = ( - q( 'lj,, ) 0 )  from () = 0 to () = 271" will not lead to the same physical location ( unless q i s  very close to an integer) but to one of the n0 - 1 ident ical copies of it self. Forcing periodicity at this point is undesirable ( unless the parallel correlation length is  indeed significantly shorter than 271")  because it is a fict ion of simulat ing only 1 / n0 of the toroidal direction with n0 identical copies . 

This is illustrated by Fig . 4 .4 ,  which shows a correlated volume with a parallel correlat ion length ()c � 3 71" ,  and a perpendicular correlation length equal to half the simulat ion box width ,  ac = �a = 7r /6 .  If the simulation flux tube has a parallel length of only 271" , then this correlated volume would be forced to overlap with one of the n0 images of itself, causing artificial interference effect s .  By extending the simulated flux tube to a length of 471" , we allow the whole region to evolve self-consistently. 
Of course , at an integer q flux surface , a simulation volume really does overlap itself within a distance () = 271" and experience these interference effect s .  More generally, a correlated volume will overlap it self when () increases by 271" N if q27r N modulo 271" is less than the perpendicular correlat ion length ac . This can be used to define a maximum parallel length ()max which the flux-tube can be without physically overlapping it self. ()max is also the maximum correlation length a correlated perturbation can have without "bit ing it ' s tail" and experiencing coherent interference effect s .  ()max is plotted vs .  q (  'lj,, ) in Fig . 4 . 5 .  Note that if one simulates only 1 / n0 of the toroidal direct ion , then a correlated perturbat ion is n0 times as likely to run into itself or one of it s images . In this case we may need to extend the parallel length of the simulated flux-tube to avoid these art ificial correlat ions . For most 
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Figure 4 .4 :  Illustration on a flux surface of a possible correlated volume of the 
point 3 ( enclosed by the solid line , with parallel correlation length () c � 371" ) ,  and 
a minimum simulation volume enclosed by the dashed line . The diagonal lines are 
parallel to the field lines (here q = 2 .4) . In this case the simulation volume has a 
toroidal width of one sixth the total toroidal circumference , i . e .  n0 in Eq. ( 4 . 2 1 )  is  
6 .  If  the potential is represented by Eq. (4 .28)  and cI> is made periodic in () ,  there 
are six ident ical copies of the correlated volume centered at the point s 1-6 . The 
correlated volume of point 5 ( dotted line) partially overlaps the correlated volume 
of point 3 ,  at the point marked A. This is unphysical and can be avoided in this case 
by making the system periodic over 471" ,  - 271" < () < 271" . The minimum simulation 
volume illustrated is for - 271" < () < 271" . 
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of the plasma, there is  no difficulty in extending the simulated flux-tube to be 2-3 
times longer than 271" , without having the flux-tube physically run in to it self. Even 

for a simulat ion flux tube which spans a range of q values ,  for example 2!:lq "' 1 / 2 ,  
at worst the flux tube might overlap it self briefly near an integer o r  half-integer q 
surface . As pointed out in [ COWLEY et al. , 1991 ] , these low-order rational surfaces 

occupy a small fraction of a minor radius of a tokamak and so it is very infrequent 
that a correlated perturbation will "bite it ' s t ail" . Furthermore , experiment al evi

dence [ZARNSTORFF et al. , 1 993] on tokamaks indicates that there are no unusual 
features near low-order rational surfaces ( except when there are macroscopic MHD 
instabilities ) . 
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Figure 4 . 5 :  Dist ance along the field line , ()max ,  at which a correlated volume ( with 
perpendicular width 2!:la = 7r /25)  overlaps it self, for varying q. a) For n0 = 1 ,  ()m ax 

is small only near low order q surfaces .  b)  For n0 = 6 ,  the maximum correlat ion 
length is reduced,  since the correlated volume can hit copies of itself. In this case ,  
if  the physical correlat ion length is  longer than ()max ,  the box must be extended and 
the periodicity condition relaxed .  

In  practice we find that the flux-tube length 271" N doesn 't need to be ex
tremely large , and N = 2 may usually be sufficient . For the particular cases used 

in Sect ion 4 . 7 ,  (Figs . 4 . 1 2  and 4 . 1 3 ) , we find that N = 1 simulat ions produce a Xi 
which is about 30% low, while N = 2 - 4 are virtually indistinguishable . However, 
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there may be other cases where an even larger N i s  required .  In each case , one should j ust ify the value of N a posteriori, by verifying that the parallel correlation functions from the simulat ions indeed fall off significantly in a distance 271" N, and/or by carrying out convergence studies with different values of N (just as convergence with the size of the box in the other 2 directions should also be studied) . Again ,  the fundamental assumption in all of this  is  that i t  is  probably sufficient (and most efficient ) to use a simulation volume which is  j ust a few correlat ion lengths in all 3 directions . 
4.4 Boundary Conditions for Particle Simulations 

Particle simulations can also take advantage of an opt imum flux-tube simulation volume using the field-line coordinates ( 'ljJ ,  a, z) described in Sect ion 4 . 2 .  Field quantities such as the electrostatic potential can be represented by the Fourier series Eq. (4 . 7) , with the parallel boundary condit ions given by Eq. (4 . 22 ) , or equivalently, Eq. (4 . 27 ) . 
For the part icles ,  we must specify the location where a particle will reenter the box after passing through an edge of the box . The particle ' s velocity should not be changed .  In the perpendicular directions 'ljJ and a, standard periodicity is  used. In the parallel direction , z, periodicity is  applied while holding 'ljJ and ( fixed (rather than holding the field-line coordinates 'ljJ and a fixed) , for the reasons described at the beginning of Sect ion 4 . 3 .  To quantify this , first recall the definitions 

a =  ( - q('lj,, ) O ,  and z = 0. If a particle exits the box at the position ('lj,, 1 , a1 , z  = +7r N) ,  where a1 = (1 - q ('lj,, 1 ) 7r N ,  then it will reenter the opposite side of the box at ('lj,,2 , a2 , z  = - 7r N) , where 'lj,,2 = 'lj,, 1 , and a2 = (1 + q('lj,, 1 )7rN .  Thus the part icle will be shifted in a by the amount 
( 4 . 29 )  

Where the modulo operation accounts for the fact that i f  this shift in  a causes a2 to  fall out side the range of  the box ,  - �a < a < �a,  then the particle has fallen into a periodic copy of the original box ,  and is simply shifted by a mult iple of 2�a back into the simulat ion domain .  Expanding q ( 'ljJ)  = q0 + ( 'lj,, - 'lj,,0) q', using Eqs . (  4 . 2 1 )  and ( 4 . 23 ) , and introducing an integer K to reproduce the 2K �a shift of the modulo 



100 
function , we find that 

Chapter 4 .  Field-aligned Coordinate System 

8a (1J, )  = N + RT + 1
(1/i - 1/io) 

2�a 
qo no 

2�1/i 
. ( 4 . 30 )  

As  discussed after Eq .  ( 4 . 23 ) , q0 N n0 can usually be assumed to be an integer . At 

the outer edge of the box ,  1/i = 1/io + � 1/i, the box has twisted by J /2 box lengths in 
the a direct ion , and by - J /2 box lengths at the inner edge of the box ,  1/i = 1/io - � 1/i. 
Thus J represent s the integer number of box widths in a that the box has twisted 

from one end in z to  the other end .  This is  illustrated for J = 2 in Fig . 4 . 6 .  In this 
figure , q0N n0 is assumed to be an integer for simplicity, so the center of the box is 
at the same physical point at () = ±7r N. In general , the ends of the box will overlap 
with periodic copies of the original box . ( It may be easier to visualize this in a box 

which spans 1/io < 1/i < 1/io + 2�1/i , rather then being centered around 1j,0 . Then the 
inner edge of the box at 1/io i s  st at ionary, and the outer edge at 1/io + 2�1/i will be 
twisted by J box widths . )  

Figure 4 . 6 :  Boundary conditions i n  the parallel direction . At () = 0 ,  the simulat ion 
box is rect angular in ( and 1/i. The twisted ends of the box at () = 7r N ( solid) and 
() = - 7!" N (dashed) are shown . If a part icle leaves the () = 7r N end of the box at 
a ( 1 ) , it reenters the () =  - 7r N  end of the box at a ( 2 ) , given by Eq. (4 . 29 ) . 

To summarize , if a particle : 



4 . 5 .  The Ballooning Transformation and i t s  Relation t o  Flux Tube Simulationl O l 

leaves the box from then it reenters at 
(1/io + �1/i , a, z )  ( 1/io - � 1/i ,  a ,  z )  

(1/i,  +�a, z )  (1/i,  - �a,  z )  
(1/i,  a,  +71" N) (1/i, a + 6a ,  - 7r N) 

The equivalent part icle boundary conditions can also be stated for the ( x , Y  , z ) 
coordinates of Eq. (4 . 1 2 ) . If a particle leaves the end of the box at (x 1 , y1 , z  = +7r N ) , 

it reenters at (x 1 , y2 , z = - 71" N), where 

6y = Y2 - Y1 = - (qoNno 2�y + J �y x/ �x ) modulo 2�y , ( 4 . 3 1 ) 

the analogue of Eq. ( 4 . 29 ) . The integer J = 271" N s�x / �y , ( where s 
( 8q / Br ) r=ro ) measures the number of twist s of the box in the y direction from one 
end in z to the other . Thus , if a part icle : 

leaves the box from then it reenters at 
(�x , y , z ) ( - � x ,  y ,  z ) 
( x ,  �Y , z ) ( x , �y , z ) 

( x , y ,  +7r N ) (x , y + c5y , - 7r N ) 

Of course all of the above boundary conditions are reversible , i . e . , if a part icle 
leaves at ( - �x , y , z ) , it will reenter at (�x , y , z ) , et c . 

4.5 The Ballooning Transformation and its Rela

tion to Flux Tube Simulation 

The linear theory of short perpendicular wavelength instabilit ies in tokamaks has 

been developed largely in terms of the so called "Ballooning Transformation" [CON
NOR et al. , 1979 ;  GLASSER,  1977 ;  LEE and VAN DAM , 1 977] . In  this section we 
will discuss the relationship of the "Ballooning Transformation" to  our flux tube 
simulation scheme . In Ballooning theory a single eigenmode is  represented as : 

if>n ( 1/i ,  () ,  ( , t ) = L e-iwt+in(-inq (-ip) ( {l-{lo +21rp) <I>n , (lo ( ()  + 27rp , 1P ) ,  ( 4 . 32 ) 
p=- oo 

where 00 = 00 ( 1/i)  and <I>n , (10 ( () ,  1/i)  depend on 1/i .  The toroidal mode number n is  
any large integer . The variat ion in () and 1/i of the exponential is  large whereas 

the variat ion of 00 and <I> is  finite .  In lowest order in an expansion in 1 /nq  one 
obt ains a differential equation in () for <I>n , (10 ( 0 , 1/i ) . This equation is solved with ()0 
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a parameter and with the boundary conditions <I> -+ 0 as I O I  -+ oo, so the sum over 
p can converge . Periodicity in t9 is recovered by the p summation in Eq. ( 4 . 32 ) . A lowest order approximation to the eigenvalue wn ( 00 , 'ljJ )  is obtained on each surface . In higher order the eigenvalue is quantized by solving radial different ial equations . Much has been written about this higher order procedure to find the radial behavior and we cannot do justice to the subtleties here [CONNOR et al. , 1993 ;  TAYLOR et al. ,  1993] . Let us consider instead a narrow radial annulus 'lj,,0 - �'lj,, < 'ljJ < 'lj,,0 + �'lj,, .  Let <I> b e  periodic in 'ljJ over 2�'lj,, at constant a = ( - q ( 'ljJ ) 0  and O ;  then we can represent the radial variation of <I> in a Fourier series in 'lj,, , with nt90 = l1r / �q , i .e .  the 'ljJ variation of 00 ( 'ljJ )  and <I>n,(l

o 
( t9 ,  'ljJ )  are combined into a discrete series in  00 . Thus one could write for an arbitrary perturbation in this annulus : 

oo lo oo <I> ('lj,, ,  0 ,  ( ,  t )  = L L L in( - inq (,?,) ( (1+ 21rp) +il1r ( ,?,-,?,o ) /b.,?, cl>n , l ( O  + 21rp, t ) ,  n= - oo l= - lo +I p= - oo ( 4 . 33 )  where we have rescaled e i lqo 1r/ q ' b.,t, <I>n, l = <I>n, l · The p summation makes this expression manifestly periodic in 0. Expanding q ( 'ljJ ) ,  so exp [- inq21rp + i l1r ( 'lj,, - 'lj,,0) /  �'lj,,]  = exp [ - inq021rp + i1r ( l  - 2pn�q ) (  'ljJ - 'lj,,0 ) /  �'lj,,] , it is clear that in this summation we need only take I l l ::; 10 = n�q since otherwise the p and l sums duplicate terms .  This restrict s the bandwidth in 'ljJ of the perturbations in ballooning space , and makes the ballooning transformation unique [HAZELTINE and NEWCOMB , 1 990] . 
If we set n0 = 1 in Eq. (4 . 28 )  and N = 1 in Eqs . (4 .22 )  and (4 .23 )  we obtain an exactly equivalent representat ion to Eq. ( 4 . 33 ) . To see this we note that the j in Eq. (4 . 28 )  and p and l in Eq. (4 .33 )  are related by j = l - 2pl0 and <Sj = 210 , and we set k = n. Thus the - 1r < t9 < 7r range of the <l>n, l modes with I l l < lo correspond to the Aj , k modes with lj l < <Sj/2  (defined only from - 1r < t9 < 1r for N = 1 ) .  The Aj , k modes with lj l > <Sj /2 correspond to the - 1r - 21rp < t9 < 1r - 21rp range of the <l>n, l modes with p = (j - l ) /<Sj .  The boundary condition Eq. (4 . 22 )  makes this series of Aj , k modes (for all j )  identical to <l>n, l (for I l l < 10 ) defined on the extended domain - oo  < t9 < oo (when n0 = N = 1 ) .  
The boundary condition Eq. ( 4 . 22 )  simplifies the evaluation of the E X B nonlinearities compared to the usual ballooning representat ion . The simple form Eq. ( 4 . 6 )  is easy to evaluate using a pseudospectral method .  A fully spectral method remains in k space at all times ,  so the nonlinear terms become convo-
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lut ions in  k space and require of order N; N; Nz "" N5 operations . By using Fast Fourier Transforms (FF Ts) , the pseudospectral method reduces the operat ions to Nx Ny Nz ( log2 Nx + log2 Ny ) "" N3 resulting in a very significant savings for large N .  

In  the ballooning representat ion (i . e .  using Eq .  ( 4 . 3 3 )  to  represent the perturbat ions )  the nonlinear terms involve sums over p [FRIEMAN and CHEN , 1 982] : 
(vE . y' A)n, 1 ( 0 )  = � L L L e- 21riqo (n 'p'+n"p") n'n"q' [27r (p" - p' ) + 0� - o;J X n'+n"=n / 1 p 1 ,p 11 (4 . 34) 

[<I>n' , l ' ( O  + 27rp1
) An" , l" ( O  + 27rp11

) - An, , / 1 (0  + 27rp1
) <I>n" , l" (O  + 27rp")] , 

where l" = l - l' + 2�q(n'p' + n"p") and t90 ( n ,  l )  = [7r  /n�q.  Again l l ' I  ::; l n' l �q and 
l l '' I ::; l n" l�q , and A and <I> are defined on an infinitely extended t9 domain , without the boundary condition Eq. ( 4 . 22 ) . This expression differs slightly from earlier literature since we are using a discrete representat ion in 'lj,, , and have implicit ly used the inverse ballooning transformation [HAZELTINE and NEWCOMB , 1 990] . If the mode width in t9 is less than 7r ,  the sums over p appear to be a small effect , and are usually neglected in nonlinear calculations using the ballooning representat ion . This conclusion may be misleading. Noting that in Eq. (4 . 33 )  kx = j7r/�x = ( l - 2pl0 )7r  / �x and ky = -n7r / �y = -nq0 /r0 , we see that in the standard ballooning representation , only a wedge of <I>n/s  in (kx , ky ) space are evolved ,  - n�q < l < n�q ( for n =/:- 0 ) ,  and the rest of k space is filled by the sum over p. For small n the range of kx ' s evolved is small , so it may take many terms in the p sum to reach moderate kx ' s .  The wedge of modes evolved in the ballooning representat ion are the open circles in Fig . 4 .  7, while our approach evolves a rectangle of modes in kx and ky , up to kypi � 1 and at least kx Pi � 1 (both the circles and the dot s in Fig . 4 . 7 ) . This figure corresponds to the mode arrangement of the runs in Fig . 4 . 1 3 ,  where the shear is very weak (s = 0 . 1 ) ,  �x � l .4 �y , k;ax

Pi � 1 ,  and kr;!ax
Pi � 1 . 2 ,  so 

J = N. The nonlinear interaction between a mode (kx , ky ) within the p = 0 wedge and a mode out side the wedge (the square box in Fig . 4 . 7 ,  for example) could be strong , even if it s linearly most unstable mode structure ( of many eigenmodes in 0) is  centered a long distance down the field line . For low ky and large kx one would have to include many p' s to capture this interaction (in this case , nine) . In our nonlinear simulations , we do see modes out side the p = 0 wedge excited to significant amplitudes . 
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Figure 4 .  7 :  The wedge of kx , ky modes evolved in the ballooning representation (open circles) , and the rectangle of modes evolved in our approach (circles and dot s ) . To recover the nonlinear interaction between the p = 0 modes and the mode marked by the square box ,  nine terms in the p sum of Eq. (4 . 34) are needed,  even though kx Pi � 0 . 8  for this mode . 

While the usual k/ x k ./ · b nonlinearity can be efficiently evaluated pseudospectrally, it is not obvious that the ballooning nonlinearity, with its sums over p, can be .  However,  since our representation is equivalent to the ballooning representation ( if n0 = N = 1 ) ,  it automatically includes the sums over p in the nonlinearity. Thus the most efficient way to numerically evaluate the nonlinear terms using the ballooning representation , if one were forced to ,  is probably to break the () domain into segment s of 21r , fill a rectangle in ( kx , ky ) space with the sum over p, and apply the pseudospectral method to Eq. ( 4 . 6 ) . Our representation automatically accomplishes all of this . Our representat ion should also be more convenient for analyt ic calculations , since the nonlinearity takes a simple form, and the choice of ()0 ' s ,  or kx ' s ,  is well defined .  
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4.6 Axisymmetric Low-,8 Equilibrium 

We now specialize to the case of a low-,B , large aspect ratio ,  axisymmetric torus with circular concentric flux surfaces .  In the usual r, (),  <p, coordinates (minor radius , poloidal angle , and toroidal angle) ,  v = - (qr/ R0 ) sin () in Eq. (4 . 1 0 ) ,  and 
( 4 . 35 )  

where B = B0 R0 / R, R is the  distance from the axis of  symmetry, and Ro is the major radius . The ( defined in Eq. (4 . 1 0 )  is the usual toroidal angle , <p ,  to  lowest order in r / Ro ; we will only keep terms to lowest order in r / Ro here . Near 'lj,,0 , we can expand 'Ip - '!po = J;
0 

drBo r/q  '.:::'. ( r  - ro ) Bo ro /qo . Then Eq. (4 . 1 2 )  becomes , choosing a0 = 0 :  
X = 'f' - 'f'o, y = ro [q ( r ) O  - </J] , qo 

z = () _  ( 4 . 36 )  
In  these variables ,  the parallel derivative becomes ,  using Eq .  ( 4 . 2 )  with J- 1 '.:::'. qoRo / Bo , b - VA - -1_ 8A - qo Ro 8() ' and the perpendicular gradient is : 

( 4 . 37 )  

( 4 . 38 )  
The linear w* terms , arising from E x B convection of the  equilibrium, using Eq. (4 . 6 ) , are : 

c 8Ao o<I> c 8Ao o<I> 
VE · VA0 = - B x V<I> · VA0 = c- - = - - - - . B 2 o'lj,, 8a Bo or oy The nonlinear E x B terms are : 

VE . VA = � ( 8<I> 8A _ 8<I> 8A) .  B0 ox oy oy ox 

( 4 . 39 )  

( 4 .40)  
Using Eq. (4 .5 ) , with 1 Va l 2 '.:::'. q5 ( l  + s 2 02 ) / r5 ,  Va · V'lj,, '.:::'. - BoOs , and I V'lj,, I  '.:::'. 

( 4 . 4 1 )  
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Using the definit ion of ()0 in Eq. ( 4 .  25) , kx = - kysOo , 

( 4 .42)  
That this  t akes the usual ballooning form should come as no surprise , given the discussion in Section 4 . 5 .  The combined VB and curvature drift s can be written : 

( 4 .43)  
where the Vp term is negligible in this low-,B equilibrium. For an axisymmetric B ,  oB/oa = O; for our low-,B equilibrium we also have oB/o'ljJ c:::'. - (q0 /r0 R0 ) cos 0 ,  o B  / o z  c:::'. ( B0r0 / R0 ) sin (), B · Va x V z � - (B0 q0/r6 ) s0, and B · V 'lj)  x V z  c:::'. BJ /q0 . Thus using Eq. (4 .4) , 

v �  + v� /2  [ oA oA � . oA . l 
V d . VA = - Oo Ro oy cos () + oy sOsm () + ox sm () ' 

v 2 + v 2 /2 -iky A 1 1 
.L [cos 0 + s (0 - 00 ) sin 0] , Oo Ro 

( 4 .44) 

for ky =/- 0 and vd · VA = ( - ikxA/Oo Ro ) ( v �  + vU2) sin O ,  for ky = 0 .  Other terms in the equations , such as V · VE and (b · Vb) · VE can also be written in the form Eq. ( 4 .44) , as shown in Sect ion 2 . 1 .  
4. 7 Simulation Results 

This coordinate system has been implemented in nonlinear toroidal gyrofluid simulations . Some simulation result s are presented in this sect ion to describe pract ical computational issues and to test some the assumptions implicit in flux tube simulations . These nonlinear result s will be discussed more fully in Chapter 5. This chapter specifically focuses on testing the flux tube simulation method,  so for computational expediency the less  accurate four moment model is used ( as opposed to six) , and the electrons assumed to be adiabatic .  For historical reasons , these simulat ions used an older version of the four moment toroidal gyrofluid equations , which are given in Appendix A for completeness . 
There are two ways to implement the boundary condition Eq. ( 4 . 22 ) . Because our equat ions involve l k 1 1 I Landau damping terms ( equivalent to a non-local integral 
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operator in real space [HAMMETT and PERKIN S ,  1 990] ) , it is easiest to Fourier 
transform from () to k 1 1 to evaluate the parallel terms . However, over the () domain , 

each mode is not periodic with itself, but with a different mode . This mode will in 
turn be connected to another mode , etc .  The most accurate way to implement the 
boundary condition is then to line up all the j modes connected by the boundary 

condition onto an extended () domain and Fourier transform in k 1 1 over this domain . 
Because the computational grid is rect angular in kx and ky , the length in () of 

this extended domain will be longer at lower ky . Then we evaluate the k 1 1 terms , 
transform back to () ,  and extract each j mode from its position on the extended () 
domain . An alternative method is to  add equal length extensions in () to each ( kx , ky ) 
mode , as shown in Fig. 4 . 3 ,  and copy the part of Aj+oj , k ( 0 ) within - 1r N < () < 1r N 

onto the extension ( I () I > 1r N ) of Aj , k before transforming to k 1 1 • Since we have a 
finite number of kx ' s ,  not all modes will have a mode to connect to at j + iSj . In 
this case Aj , k is zeroed in the extension , preserving periodicity. We have arranged 

the box so the mode amplitudes are small where this is necessary ( at large ky ) . The 
second approach ( "the equal-length extension method" ) i s  easier to  implement and 

to parallelize on computers , since all the FFTs in () have the same length .  But it may 
be linearly less  accurate than the first method ( "the multiply-connected method" ) 
if there are low ky modes which extend much further along the field line than even 
the extension region . (This is related to the fact that the minimum non-zero l k 1 1 I 
which can resolved for the Landau-damping operator is given by 21r / L 1 1 ,  where L 1 1 i s  
the parallel box length including the extension region . ) This difference is probably 
less  import ant in nonlinear runs where the relevant parameter for determining the 

parallel box length is the parallel correlation length and not a linear mode width . 
In pract ice , we have observed no significant differences between these two methods 

in the nonlinear simulations done to date . The issues of an extension region ( or 
the filtering described next ) are ignorable for a particle or Vlasov simulat ion , since 
they do not require evaluation of k 1 1 and can directly use the boundary conditions 

in Sect ion 4 .4 . 

There is another implementat ion det ail involving the parallel FFTs .  Note 
that the 00 = 21r N mode in Fig . 4 . 3 has a large amplitude at the right-hand side 
of the extended domain , and is not naturally periodic  with it self at the left-hand 

end of the figure where it is zero .  Fourier transforms assume periodicity, so there 

is effectively a sharp discont inuity for this mode across the endpoint s in () which 
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introduces high-k 1 1 component s into the solut ion . These high k 1 1 components are Landau-damped,  but a small amount of high k 1 1 oscillations can propagate from the ends of the extended domain into the physical region - N 1r < () < N 1r .  This high k 1 1 noise is  reduced as the extension region is  made longer, but convergence can be greatly accelerated by smoothly filtering the modes to zero near end point s of the extended box .  We use a filtering window which is 1 in most of the domain,  and goes to zero smoothly near ends of the full (extended) domain as 2x 2 / ( 1  + x4 ) , where x = ( 0 - 0end) /Owidth is a normalized distance from the end point s .  A filtering width ()width of 1 / 2  to 1 /4  of the width of the extension regions appears sufficient . Thus a typical run with a physical () domain from -21r to 21r might use a fully extended domain of -31r < () < 3 1r ,  and the filter begins to turn on within 1r /2 of the endpoint s at ()end = ±31r .  In practice , though the filtering is useful for reducing the small amount of high k 1 1 errors sometimes seen linearly (particularly for low ky modes at low shear which are extended along the field line) , no statistically significant differences have been observed in the nonlinear runs with or without this filtering. 

To test the small-scale assumption , we present two simulations , one with perpendicular dimensions ( Lx = 85pi ,  Ly = lOOpi ) ,  and one with double the box size ( Lx = 1 70pi ,  Ly = 200pi ) .  That these simulations give similar result s indicates that the small flux tube may be capturing the essence of the turbulence . It is a necessary but not sufficient test , as discussed in Section 4 . 8 .  The physical parameters are taken from TFTR L-mode shot #41309 : 'f/i = 4 ,  Ln / R = 0 .4 ,  s = 1 . 5 ,  q = 2 .4 ,  Ti = Te , 
Pi = 0 . 14cm, Ln = 1 03cm,  and the computat ional box is centered at r0 = 53cm. The box sizes then correspond to n0 = 10 for the small box and n0 = 5 for the large box .  Both simulat ions use 64 grid point s along the field line coordinate () .  Using 128  grid point s along () gives essentially the same result s .  For these runs , N = 2 ,  s o  the physical () domain extends from - 21r t o  21r . The equal length ( 1r )  extension method (for a total extended () domain from - 31r to 31r)  was used to implement the parallel boundary condition . 

We use a spectral representation in x and y, with ± 42 kx modes and ± 15  ky modes for the small simulation and ± 63 kx modes and ± 2 1  ky modes for the large simulat ion , not counting additional modes added at high k for dealiasing . The modes are evenly spaced such that k;axPi � 1 and k:in � k;in , making the 
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Figure 4 . 8 :  Distribution of B0 ' s for  the small run . The solid lines denote the ends of the computational domain in B .  
computational domain roughly square i n  x and y . For N > 1 ,  i t  i s  necessary to include more kx ' s to include unstable modes localized near B = ±27r , ±47r , etc . , in the bad curvature regions ( i . e .  modes with B0 ' s near ±27r ,  ±47r , etc . ) .  The modes tend to be localized along the field line near B0 , so ideally one would like to include enough kx ' s to cover the range - 7!" N < B0 < 7r N for all ky ' s .  This is very expensive at high ky , where the spacing in Bo get s small , since Bo = - kx /sky . We arrange our modes in k space so that the B0 ' s cover the B domain for low ky ' s ,  but not high ky ' s ,  as shown in Fig. 4 . 8  for the smaller simulation . This implies kr;ax » k;:ax for 
N > 1 and s � 1 .  Since most of the energy is at kypi < 1 / 2 ,  the missing B0 ' s at high ky have very lit tle effect . 

Fig . 4 . 9  shows contours of electrostatic potential in the (x ,y ) plane at B = 0 ( the outer midplane of the torus ) ,  for both runs at saturation . It is apparent that although the box was doubled ,  the dominant scale didn 't change . This is also evident from the spectra in Fig . 4 . 1 0 ,  also at B = 0 ,  where l <I> l 2 (kx ) = Lky <I>k,,, ,ky <I>kx ,ky
, l <I> l 2 (ky ) = Lk,,, <I> k,,, ,ky <I>kx ,ky

, and the low resolut ion spectra are reduced by a factor of two to account for mode density. Although the resolution has increased, the shape and the location of the peak in the spectrum is roughly the same . These spectra are similar to BES measurements on TFTR [FONCK et al. , 1 993] . The large ky = 0 
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Figure 4 . 9 :  Contours of potential on the outer midplane for a) small run , and b) large run . Doubling the perpendicular simulat ion domain did not change the dominant scale of the :fluctuat ions . 
component is evidence of perpendicular E X B rotat ion , as discussed in [HAMMETT 
et al. , 1993] . Though there are some small differences in the spectra, the two runs agree within statistical :fluctuations on global quantities such as the volume averaged RMS :fluctuat ion levels and transport levels : ei.f> /Ti = 1 5pi /  Ln c:::'. 0 . 020 and Xi = 7 .4pf vti /  Ln , averaged from ivti /  Ln = 150  - 300 . In these simulations ,  the electron density :fluctuat ions on the outer midplane of the tokamak are roughly two times larger than those on the inner midplane . The evolution of Xi for the two runs is shown in Fig . 4 . 1 1 ,  where the statist ical fluctuations are approximately 1 0 % .  This level of ion heat transport is near the experimentally measured Xi = 8 . 8p7 vtd Ln , but these simulations ignore impurities and beams ( usually a stabilizing effect ) ,  trapped electrons (destabilizing) ,  and use our old four moment model (Appendix A) which gives lower transport than our more accurate six moment model . Nevertheless , this level of agreement is encouraging , and suggest s that toroidal ITG turbulence is responsible for anomalous ion heat transport in tokamaks . More com-
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Figure 4 . 1 0 :  Time averaged potential spectra for both runs .  a) Radial spectrum, l <I> (kx ) l 2 . b )  Poloidal spectrum, l <I> (ky ) l 2 . 
plete simulat ions are compared with experiment in Chapter 6 .  The transport from these toroidal simulations is about a factor of 25 larger than sheared slab simulations for the same parameters , demonstrat ing the importance of toroidicity. Our toroidal simulat ions can be run in the sheared slab limit by taking Ln / R -+ 0 and q/ s -+ 0 so that Ln / L s = Ln s/qR remains finite .  We should point out that our preliminary result s ,  Fig . 4 .4a of [HAMMETT et al., 1 993] , were high by a factor of 1 6/3  due to a numerical error in calculat ing Xi · The remaining change is due to increased resolution . 

We have also performed test s  varying the box length in the parallel direct ion . For these tests we have used the fully connected method to implement the parallel boundary condit ions , for greatest accuracy, as described earlier in this section . Fig . 4 . 1 2a  shows the time evolut ion of the volume averaged Xi for two runs with box length N = 1 and 2, i . e .  I::).() = 21r and 41r , with n0 = 1 0 ,  and other parameters as above . Fig . 4 . 1 2b shows the correlation function along the field line , 
C (() ) = (<I> (x , y, () ) <I> (x , y, () = 0 ) )  ' O (<I> ( x ,  y, () = 0 ) 2 ) ' ( 4 .45)  

for the two runs . The averaging ( ) is over x , y, and time once the simulation has reached a quasi-steady state .  If this correlation function were not averaged in x and 
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Figure 4 . 1 1 :  Evolut ion of Xi for the large and small runs . 
y (only taken along the field line passing through x = y = 0) , it would return to one at () = ±21r for the N = 1 run , because of periodicity. The Fourier transform of C( () ,  0) is  the k 1 1 spectrum . As discussed in Section 4 . 3 ,  since n0 > 1 ,  using a box with -1r  < () < 7r ,  ( N = 1 ) ,  can artificially constrain the parallel correlation length .  There are significant correlat ions at () ± 7r for  these parameters , indicating that this is the case , and that the box should be extended.  These addit ional correlations in the 21r box are in some way constraining the nonlinear dynamics and reducing the flux . 

It is easier to test the scaling with box length at low shear , since the turbulence at ±21r ,  ±41r , et c . ,  is not at such high kx , since kx = -ky s()0 . This allows us to increase the box length and resolve the turbulence all along the box with fewer kx modes than at high shear .  Also , at low shear the linear mode structure is broader in () ,  leading to slightly broader parallel correlat ion functions .  Fig. 4 . 13a  shows the time evolut ion of Xi in  four runs with box lengths N = 1 ,  2 ,  3 ,  4 or !:).() = 21r , 41r , 6 1r ,  81r . The physical parameters are the same as above , except s = 0 . 1  and q = 1 . 2 ,  and the perpendicular box size i s  Lx = 160pi ,  Ly = lOOpi .  Again ,  the !:).() = 21r box gives slightly lower flux, while the larger boxes all give the same flux , so the minimum box length is !:).() = 41r . The correlation functions of electron density for these runs are shown in Fig. 4 . 13b ,  and are not iceably broader than in the 
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Figure 4 . 1 2 :  a) Evolution of Xi for two runs with varying box length and s = 1 . 5 ,  
q = 2 . 4  b )  Correlation functions along the field line for the same two runs . 
higher shear cases .  Using n e in the correlation functions removes the k 1 1 = 0 component present in the <I> correlation functions in Fig. 4 . 12b ,  since n e = r( <I> - ( <I> ) )  ( see Sect ion 5 . 3 ) .  For these low shear runs , the poloidal spectrum peaks at ky pi = 0 . 3 5 ,  s o  the perpendicular correlation length is smaller than in  the high shear cases .  This may contribute to the slightly smaller change in flux in going from I::).() = 21r to 
I::).() = 41r , even though the parallel correlat ion functions are broader . The low shear runs in Fig . 4 . 1 3  are better resolved and are easier to run longer than the high shear runs , so we expect that a 30% change in flux is  typical for ITG turbulence , where ()c "" 21r , when the art ificial correlat ions are removed by using a longer box .  We have also run with s = 0 . 1 and q = 2 .4 ,  where X i  = 7 . 5pf vtd Ln for I:::!.() = 41r and Xi = 6 . 5pf vti /  Ln for I:::!.() = 2 1r .  For s = 0 . 25 and q = 1 . 2 ,  both I:::!.() = 21r and 
I:::!.() = 41r give Xi = 5pf vtd Ln , any change is within the statistical fluctuat ions . 
4.8 Discussion 

To summarize, we are simulat ing a rectangular domain in ( x, y, z) , and using the transformation Eq. (4 . 1 2 ) ,  this domain becomes a long , thin , twist ing flux tube in a torus . The differential operators take the particularly useful forms Eq. ( 4 . 37-
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Figure 4 . 1 3 :  a) Evolution of Xi for four runs with varying box length and s = 0 . 1 ,  
q = 1 . 2 .  b )  Correlat ion functions along the field line for � ()  = 2 71"  and 471" . 
4 .44) in the tradit ional tokamak model of concentric circular flux surfaces .  Our flux tube approach is also applicable to general magnet ic geometry, using Eqs . ( 4 . 2 ,4 . 5-4 . 6 )  for the different ial operators . ( In this case the metric coefficients Va,  V'ljJ , and Vz need to be specified . )  The boundary condition Eq. (4 . 22 )  can make the perturbations periodic in (), if N = 1 ,  which makes this representation equivalent to the ballooning representation for a coarse grid in n, with spacing n0 . However, when n0 > 1 ,  the box must be extended in () to avoid non-physical correlations if the parallel correlation length is  longer than 27rqR, i .e .  ()c > 271" . The fundamental assumptions are that the correlation lengths (both parallel and perpendicular) are smaller than the box size , that the equilibrium gradient s vary slowly across the small perpendicular extent of the box ,  and that the turbulence is local ,  i . e .  driven only by the equilibrium gradient s within the box .  

The assumptions implicit in simulating a thin flux-tube subdomain should always be checked a posteriori by verifying that the simulation box is  indeed at least a few correlation lengths long in each direction , so that the box is  large enough for the type of turbulence under considerat ion . One should also verify that the result s are independent of the size of the simulated flux tube ( and independent of the particular choice of boundary conditions) , as the flux tube is made larger than 



4 . 8 .  Discussion 1 1 5  

the correlation lengths .  This chapter has demonstrated that both conditions are 
met , at least for the particular cases considered in Sect ion 4. 7 .  Thus our result s 

show the existence of a gyro-Bohm scaling regime , at least for sufficiently small p* = 
pd Ln . ( Our gyro:fluid equations have been scaled to the gyroradius Pi ,  and the limit 

Pd Ln -+ 0 t aken , using the usual small-scale turbulence ordering assumptions . )  

While the turbulent heat conduction from our simulat ions i s  of the right 

order-of-magnitude to explain experiment al result s from the main core region of 
many tokamak experiment s ,  they have a gyro-Bohm scaling while the actual ex

periment s have a Bohm scaling [SCOTT et al. , 1993 ;  PERKINS et al. , 1 993] . ( The 
experiment s have a Bohm-like scaling with magnetic field ,  though the magnitude of 

the experimental Xi is about two orders of magnitude smaller than Bohm's original 
formula D = ( 1 / 16 ) cT/ e B . )  Several possibilities for this discrepancy exist . One is 
that the experiment al p* , while small ("' 10-3 - 10- 2 ) ,  may be large enough that 
the radial variation of equilibrium gradient s ,  i . e .  w* (1/i ) ,  'f/i (1/i ) ,  et c . ,  or equilibrium 

flows , may be affect ing the turbulence . For very small p* there is  a scale separat ion 
between the turbulence , with scales of order Pi , and the equilibrium, with scale 
Ln , but if p* is not small enough , the turbulence may begin to feel radial varia
tions in the equilibrium. It is interesting to  note that the BES measured [FONCK 
et al., 1993] correlat ion length A c "' 2 cm is  of order the geometric mean between 

Pi "' 0 . 1 5  cm and the minor radius a "' 90 cm. Another possible explanation is that 
the instabilit ies driving the turbulence may be near marginal st ability, which can 
mask gyro-Bohm scaling trends and , in some limit s , t ie the core transport scaling 
to edge parameters [TERRY et al . , 1 988 ;  BIGLARI et al. , 1989 ;  KOTSCHENREUTHER 

et al ., 1 993] . The experiment s have gone to great pains to keep other parameters 
and profiles as fixed as possible while studying the p* scaling , but a very sensit ive 
dependence on some parameters ( some of which are hard to measure ) could also 
mask , at least part ially, a gyro-Bohm scaling . Another possible explanat ion might 

involve non-local turbulence , where :fluctuat ions radially propagate a significant dis

t ance from where they were generated by an inst ability, an effect which is current ly 

under debate [ GARBET et al . , 1993 ;  MATTOR and D IAMOND , 1 994] . 

Numerical studies of some of these effect s do not necessarily require simulat

ing the whole tokamak . Rather ,  one could consider a somewhat thicker flux-tube 

than usual , and include the radial variat ions of w* (1/i ) , 'f/i (1/i ) , and other plasma 
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parameters over the simulated region in the governing gyro:fluid ( or gyrokinetic)  equat ions . Even if simulat ing the full torus radially, field-line coordinates are useful to allow a coarser grid in the parallel direction , and a coarser grid in the toroidal mode number n .  When the equilibrium profiles are assumed to be constant , so Ln , 
Lr, et c .  do not vary radially ( as assumed in our simulations) , the linear eigenmodes are unbounded radially. In ballooning terminology, the solutions of the zeroth order eigenmode equat ion in 1/nq are independent of 'ljJ .  In a real tokamak , however,  the radial profile variation determines the radial extent of the linear modes , and this radial structure is determined from a higher order equation in 1/nq. Recently, there has been renewed interest in the solut ion for this radial envelope ,  and the modificat ions to the zeroth order eigenfrequencies [CONNOR et al. ,  1993 ;  TAYLOR et al. , 1993] . For longer wavelength global modes , the linear radial mode structure is also determined by the radial variation of equilibrium gradient s [TANG and REWOLDT,  1993] . An alternat ive way to include these effect s is to st ill use Eq .  ( 4 .  7)  to represent the perturbations , but to include the radial variation of equilibrium profiles . This 'ljJ dependence will linearly couple different j modes in Eq. (4 . 7) , which are uncoupled when the profiles have constant gradient s .  Then the superposition of different j (i . e .  kx ) modes will determine the radial envelope of the true linear mode . However , since the nonlinear E x B coupling of the various Aj , k modes is usually much stronger than this linear coupling , it is likely that the precise radial linear mode shape is  subdominant , and that the radial scale length of the turbulence is  set by nonlinear processes , as suggested by [COWLEY et al. , 199 1 ]  and [MATTOR,  1 99 1 ] . Comparing the order of magnitude of these effect s in ,  for example , the density equation ,  we have : 

1 Pi Vtiky e<l> [ ( X ) ]  -VE · '\7no (x ) "" - 1 + CJ - , no Ln Ti L* Where L is the scale length for the radial variation in Ln , and is typically of order Ln . The nonlinear term is of the same order as the x independent linear term (i . e .  the w* ( 'ljJ0 ) term) in the standard gyrokinet ic ordering , where n i / n0 "" pi / Ln and k1. Pi "" 1 .  As the linear mode widths get broader radially (in x ) ,  the x / L* terms become more important . While the linear modes are broad , the typical turbulent eddy size is not much larger than �x "" lOpi ,  so it would seem that the x-dependent term ( ex 8w* /8'ljJ ) can safely be ignored,  as long as �x « L* . 
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The effect s of radial variations in the equilibrium may start becoming important if p* = pi / L is large enough , and could lead to a transit ion from gryo-Bohm to Bohm behavior [HAMMETT et al. , 1994] . From the above argument s ,  it would seem that experiment s should have small enough p* to be in the gyro-Bohm regime , though TFTR seems to be in the Bohm regime [SCOTT et al. , 1 993 ;  PERKINS et al. , 1 993] . 

Equilibrium sheared zonal flows (ky = 0 ,  kz = 0 ,  kx -=/- 0 flows which cause flux surfaces to rotate) can be included in our representat ion in several ways ( one of which is  presented in [WALTZ et al. , 1 994a] ) ,  though we have not yet implemented them in our simulat ions . Such sheared flows can be important , part icularly near the plasma edge where they appear to be responsible for the H-mode transit ion [BIGLARI et al. , 1 990] . Though we are presently neglecting equilibrium-scale zonal flows , we do include the higher kr component s of the zonal flows which are generated by the turbulence itself. 
For typical tokamak parameters , our reduced simulation volume can represent large computational savings . We compare rough scalings with some other methods ; the result s are only order of magnitude estimates . Perhaps the most straightforward way to simulate a tokamak is with the "m,  n, r" representat ion : 

( 4 .46)  
m ,n 

Since we are interested in simulating fine-scale turbulence , we need to resolve perpendicular scales of order Pi · If we are simulating a full torus , the range of m ' s must be m E ( 0 ,  ± 1 ,  . . .  , ±a/  Pi ) - To resolve the long parallel structure , the range of n ' s must be n E ( 0 ,  ± 1 ,  . . .  , ±a/qpi ) ,  where q is a representat ive value , around 2 .  The radial grid for <I>m ,n ( 1/i )  must resolve Pi and span the minor radius , s o  r = ltlr , where tlr "" Pi and l E ( 0 ,  1 ,  . . .  , a/ Pi ) - This gives the total number of grid point s ,  for a "" 103 Pi , 
l ( a ) 3 

9 Nm ,n ,r "" - - "" 1 0  . q Pi This is the same as expected from a computat ional grid in the physical r, () ,  ( space , where the ( grid can be 1 /  q coarser than the r or () direct ions . 
By simulat ing a thin toroidal annulus in r ,  but st ill going all the way around m () and (, the number of radial grid point s is  reduced by tlr / a ,  which for our simulations is typically 1 / 1 0 .  Further , aligning the grid point s with the field lines ( or 
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nearly aligning with the field ,  as proposed by [DIMITS , 1 993] ) reduces the necessary resolution in this direction . We have found that 64 grid point s along the field line is adequate ,  so the number of grid point s for a thin annulus with a field-aligned coordinate i s :  

( ) 2  a tlr 7 Nm,n,r "' 64 - - "' 1 0  . 
Pi a 

The next level of reduction is to also exploit the small perpendicular correlation length in the poloidal direction , which brings us to our twisting flux tube :  
( ) 2 a tlr fly 6 Nflux tube "' 64 - - - "' 1 0  , 

Pi a a 

so for the simulation in Fig. 4 . 9a ,  counting modes included for dealiasing , we used: 

tation : 
N "' 64 x 128  x 48 "' 4 x 1 05

. 

[KoTSCHENREUTHER and WONG ,  1991 ]  have proposed using the represen-
<I> ( r ,  (), () = L e i l (mo {l-no () e ij (l <I>

j , l ( r  - ro ) ,  
j , l ( 4 .47)  

which has many similarities to our representation . It  is  periodic in ( with period 21r / n0 and in () over 21r , and is  therefore simulating a wedge of a toroidal annulus when the r domain is small . Thus Eq. (4 .47)  is numerically as efficient as the one described in this chapter , however , if ()c > 21r false correlat ions along the parallel direct ion will be introduced , as discussed in Sect ion 4 . 3 .  It is not obvious how to remedy this problem with Eq. ( 4 .47) , but with our approach one simply uses a longer box ,  i . e .  N > 1 .  
The "quasiballooning" approach of [DIMITS , 1 993] shares similar computational advantages to our method .  Indeed,  the quasiballooning (almost-field-line coordinates)  method has many similarities to the field-line coordinates approach of [ROBERTS and TAYLOR,  1 965] , and [COWLEY et al. ,  1991 ] , upon which our representation is based ,  though the quasiballooning method emphasizes the perspect ive of a real-space radial grid while we use discrete Fourier transforms for the radial direct ion which illustrate i ts  relation to the usual ballooning transformation . We have shown that physical periodicity in () can be also be implemented with our approach , but that there are cases where one should forgo physical periodicity in 
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favor of a longer box (i . e . , N > 1 )  to  avoid false parallel correlat ions . As described in Section 4 . 3 ,  simulating only 1 / n0 of the toroidal direction is often justified by the short perpendicular correlat ion lengths of the turbulence , but that makes a perturbat ion extended along a field-line n0 t imes as likely to "bite it ' s tail" , which should be compensated for by making the box longer than a parallel correlation length .  In principle , N = 1 simulations should eventually converge as the box is made large enough in the perpendicular directions ( so that n0 -+ 1 ) ,  but from the runs we have done it appears that faster convergence is obtained by allowing the box to be longer than a parallel correlat ion length as well, thus consistently following the principle that the simulat ion domain should be longer than the correlat ion lengths in all three directions . 
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Chapter 5 

Nonlinear Results 

T 
HE EQUATIONS DEVELOPED in Chapters 2 and 3 provide a relatively 
simple yet accurate model of the dynamics underlying electrostatic toka
mak turbulence . Using the flux-tube simulat ion geometry discussed in 

Chapter 4 ,  we have developed high resolut ion nonlinear 3D toroidal simulat ions to 

invest igate the nonlinear dynamics of tokamak turbulence via direct numerical sim

ulations .  Having demonstrated the efficacy of this flux-tube simulation geometry in 
Sect ion 4. 7, this Chapter invest igates the nonlinear dynamics in more det ail .  These 
simulations have revealed several interesting features of toroidal microinst ability 

driven turbulence , including the import ance of nonlinear generation and damping 
of sheared E x B flows,  a nonlinear peak in the :fluctuation spectrum at much longer 
wavelengths than the fastest growing linear modes , similar to experimental measure
ment s on TFTR [FONCK et al. , 1 993] ( also seen in full torus gyrokinetic part icle 

simulations [PARKER et al. ,  1 993] ) ,  and much larger heat fluxes and :fluctuat ion 

levels than those observed in sheared slab simulat ions . Finally, using the bounce 

averaged trapped electron fluid equations , toroidal simulat ion result s are presented 
which simult aneously ret ain the toroidal ITG drive and the TEM drive , allowing 
calculation of both ion and electron heat transport and particle transport . 

5.1 Fluctuation Spectra 

One of the most interest ing features of these toroidal simulations is the long wave
length peak in the :fluctuat ion spectra,  consistent with BES measurement s on TFTR 

1 2 1  
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[FONCK et al. , 1 993] . A contour plot of the linear growth rates vs . kx and ky is 
shown in Fig. 5 . 1 for the parameters : s = 1 . 5 ,  q = 2 ,  'f/i = 4 ,  ln = 0 .4 and Ti = Te , 

using the four moment toroidal gyro:fluid equations with adiabatic electrons . These 
parameters are from TFTR L-mode shot #41309 at r0 = 53cm ,  and are the same 
parameters used in the runs in Sect ion 4. 7. As described in Section 4. 6, ky corre

sponds to kg and kx corresponds to 00 in the ballooning representation . There may 
be several eigenmodes for a given kx and ky corresponding to different mode struc

tures along the field line . With the initial value toroidal gyro:fluid code , the fastest 
growing of these eigenmodes eventually dominates , and it is this largest growth rate 
which is plotted in Fig. 5 . 1 ,  in normalized unit s ,  ,Ln /Vti · As discussed in Chapter 
4 ,  kx corresponds to the radial wavevector ( kr ) and ky corresponds to  the poloidal 

wavevector ( kg ) .  The anisotropy of the linear growth rate spectrum in kx and ky 

arises from "good" and "bad" curvature effect s ,  as discussed in Section 1 . 3 .  At 
poloidal angle () = 00 = -kx /ky s ,  k1. is minimized , and FLR stabilization tends to 
localize the mode near this poloidal angle through magnetic shear .  If cos ( ()0 ) > 0 ,  

the modes are localized i n  the bad curvature region and are unstable , and modes 

with cos ( ()0 ) < 0 are localized in the good curvature region and are stable . The 
lines kx = ± ky s1r / 2 ,  kx = ± ky s31r / 2 ,  etc . , determine the boundary between modes 
localized in the good and bad curvature regions .  The wedge of unstable modes with 

-ky s7r /2 < kx < ky s7r /2 are localized in the bad curvature region -7r /2 < () < 7r / 2 .  

There are also unstable wedges of modes with - kys51r /2  < kx < - ky s31r /2  and 
ky s31r /2 < kx < ky s51r /2 localized in the bad curvature regions farther along the 
field line , at -51r /2 < () < - 31r /2 and 31r /2 < () < 51r / 2 .  The linear growth rate 
spectrum peaks near ky pi = 0 . 35 .  

In the nonlinear simulations , these modes grow linearly until the E X B non

linearities are no longer negligible compared to the linear terms . At the beginning of 
the nonlinear stage , the spectrum is dominated by the fastest growing modes . The 
E X B nonlinearities transfer energy between different k 1. modes until a st atistically 

steady but turbulent steady st ate  is reached . The nonlinear :fluctuation spectrum 

is obt ained by averaging in t ime over this saturated steady state .  Averaging over 

several different realizations ( runs with different initial conditions)  is theoretically 
more sound,  but should be equivalent if the turbulence is stationary and the time 
averaging is over many correlation t imes (by the ergodic theorem) .  Fig. 5 . 2  shows 

contours of the energy spectrum in k 1. space , E(kx , ky ) = (n2 + u� + T1f /2 + T; )  / 2  
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Figure 5 . 1 :  Linear growth rate spectrum for TFTR L-mode #41 309 at  r0 = 53cm .  
The contours are at 1 = ± 0 ,  0 . 0 5 ,  0 . 1 ,  0 . 1 5 ,  0 . 2  Vti /  Ln , with solid lines fo r  1 2:: 0 
and dashed for 1 < 0 .  The peak growth rate is 1 � 0 . 2vti /  Ln , at kgpi � 0 . 35 .  

( defined by  Eq .  ( 5 . 14)  in  the next section)  averaged over the saturated state from 

t = 75 - 1 70 Ln /Vt , for a run using the #41309 parameters above , using the four 

moment gyro:fluid model and adiabatic electrons . The cI> 2 (kx , ky ) spectrum is very 
similar , as shown in Section 4. 7. The nonlinear energy spectrum is concentrated at 
kgpi � 0 . 1 5 .  By comparison with Fig. 5 . 1 ,  this is at significantly longer wavelength 

than the fastest growing linear modes . The nonlinear spectrum remains anisotropic 

in (kx , ky ) ,  but there is a tendency towards isotropy at high k 1. , compared to Fig . 5 . 1 .  

5.2 Nonlinear Energy Balance 

To investigate  the nonlinear dynamics , it is  useful to  construct a quadrat ic energy
like quantity for the fluctuations : 

( 5 . 1 )  
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Q 0 . 4  
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- 1  1 

Figure 5 . 2 :  Time averaged nonlinear energy spectrum for #41 309 parameters . Con
tours are at 0 ,  0 . 1 ,  0 . 2 ,  0 . 3 ,  0 . 4 ,  0 . 5 ,  1 ,  1 . 5 ,  2, 2 . 5 ,  3 ,  and the E = 1 contour is bold 
for reference . 

where ( )  is an average over the simulat ion volume : 

( AB) = L : L 
j dxdydzAB. 

X y Z 

for any :fluctuating quantities A and B. For simplicity, we will use the 3+ 1 model 

in Section 2 . 7 to find the evolution of this energy, neglecting collisions and the 

mirroring terms ( t: = 0) . Some terms in Eqs . ( 2 . 1 02-2 . 105)  vanish upon volume 
� 2 

averaging due to  the periodicity of the simulat ion domain : ( Avw · VA ) = (AV 1. Vw · 

VA) = 0 ,  leaving : 

( n �; ) = - ( n [ �V:vw] · VT1. ) - (nV 1 1 u 1 1 ) + \ n ( 1 + �
1.

v:) iw* w ) ( 5 . 2)  

- ( n (2 + �v:) iwdW ) - i (nwd (P 1 1 + P1. ) ) , 

( 
8u 11 ) U 1 1
-8t ( 5 . 3)  

(T 8T11 ) I I 8t ( 5 .4) 
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- (T11 iwd ( 6p 1 1 - 4n) ) - ( T11 2 lwd l (v1 T1 1 + v2T1. ) ) , 

( T  
8T1.

) 1. 8t 
- (  T1. [ iv:vw] · Vn ) - \ T1. V2x 1. l k 1 1 1 (T_L + iv: w) ) ( 5 . 5 )  

( [ 1 A � 2 l ) ( ( 
A � 2 )  ) + T1. 2v: - 1h ( l + V 1. ) iw* w  - T1. 1 + V: + V 1. iwdw 

- (T1. iwd (4P1. - 3n) ) - (T1. 2 lwd l (v3T11 + v4T1. ) ) . 

Adding these together as in Eq. ( 5 . 1 ) ,  some more terms cancel from periodic
ity: (AV 1 1 B ) = - (BV 1 1 A) , ( Awd B) = - ( BwdA) , ( Aw* B) = - (Bw* A) , and 

( n [ ! V:vw ] · VT1. ) = - (T1. [ !V:vw ] · Vn) . For this definition of the :fluctua

tion energy, Eq. ( 5 . 1 ) ,  all the nonlinear FLR terms ( cubic in perturbed quantities) 
cancel , so the final energy evolution cont ains only quadrat ic quantities and is  given 
by : 

( 5 . 6 )  

The terms that affect the total energy evolut ion can be grouped into five classes : 
drive from the equilibrium gradient s ,  D* , reactive contribut ions from the real part s 

of the toroidal terms , Ddr , parallel Landau damping , D 11 , damping from toroidal 
phase mixing (from the imaginary part s of the toroidal terms) ,  Ddi ,  and parallel 
electric field work , Wuw : 

A 2 

A 2 A 

- V3i (T1. iwdT1 1 ) - (T1. ( l + V 1. + V 1. ) iwdw ) , 

v2 In 1 A 2 

2x 11 (T1 1 l k 1 1 I T1 1 ) + v 2x 1. (T1. l k i i l (T_L + 2v _L w ) ) , 

- 2v5r ( u 1 1 lwd l u 1 1 ) - V1r (T1 1 lwd l T1 1 ) - V2r (T1 1 lwd l T1. ) 

- 2v3r ( T1. lwd l T1 1 ) - 2v4r (T1. lwd l T1. ) , 

- ( u 1 1 V 1 1 w ) . 

( 5 . 7) 

( 5 . 8 )  

( 5 . 9 )  

( 5 . 1 0 ) 

( 5 . 1 1 )  

A s  a test of the numerical accuracy of the nonlinear simulations , we evaluate 
these driving and damping terms and compare them to the actual time evolution 

of the energy. The degree to  which the simulations reproduce these conservat ion 
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Figure 5 . 3 :  Energy conservat ion and t ime evolution of the various drive terms for 
a nonlinear run at the #41 309 parameters . 

propert ies of the equations is shown in Fig . 5 . 3  by plott ing : 

8E/8t - T  
% error = 

E 
. ( 5 . 1 2 )  

The energy balance Eq .  ( 5 . 6 )  is  preserved quite well . 

At saturation , where E � constant , it is interesting to look at the relative 

nonlinear magnitudes of the five driving and damping terms in Eq. ( 5 . 6 ) . The 
time evolution of these terms for the #41 309 run is shown in Fig . 5 . 3 .  For these 
parameters , the dominant drive is  from equilibrium gradient s ,  not from toroidal 

terms .  This is to be expected because wd is not by itself a free energy source for 
instabilities . The local dispersion relat ion involves ( see Eq. ( 2 . 56) ) :  

w - w; 
J, 

e <I> 
g = Fa o - , 

w - k 1 1 v 1 1 - Wdv To 
( 5 . 1 3 )  

where w; drives inst abilities , but wd only appears in  the resonant denominator . The 
dominant damping in the nonlinear simulations is  from parallel Landau damping , 

not from toroidal phase mixing , although the amount by which parallel damping 
dominates can depend on the physical parameters of the run . 
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Because the toroidal gyro:fluid equations constitute a mult iple field system 
with many nonlinearities ,  constructing a simple nonlinear transfer function is more 

difficult than ,  for example , in the Hasegawa-Mirna equation [HASEGAWA and MIMA , 
1 977] . Nevertheless ,  we can begin to investigate the nonlinear dynamics by looking 
at the energy spectrum in kx and ky , obt ained by averaging only over the parallel 
direction : 

( ) 
1 J 1 

( 2 2 1 2 2 ) E kx , ky = - dz - n + u 1 1 + - T1 1 + T 1. . Lz 2 2 
( 5 . 14)  

Similarly, k 1. dependent drive terms can be defined by integrating only over z :  

( 5 . 1 5 ) 

where D* , Ddr , etc . , are as given in Eqs . ( 5 . 7-5 . 1 1 ) ,  but with ( )  now representing 
only integrat ion over z, with a few additional terms which are not cancelled by 

integrat ion over y. The evolution of the k 1. dependent energy is  now given by: 

( 5 . 1 6 ) 

where N(kx , ky ) represent s energy transfer from the nonlinear terms (triple correla
tion terms in the E(k 1. ) energy balance) .  Note that at saturation , J dxdy T (x , y ) ex 

Lkx ,ky T ( kx , ky ) = 0 and Lkx , ky N(kx , ky ) = 0 .  The tot al drive , T (kx , ky ) shows 
where the energy is coming in linearly in k 1. space . The nonlinear terms convect 

energy around in k 1. space to provide the balance 8E(kx , ky ) / 8t = 0 for each k 1. 

at saturation . The tot al drive is plotted in Fig . 5 .4 for the #41309 run . The most 

interest ing feature of this plot is that the linear drive is  coming in where the spec
trum peaks , at long wavelengths , and not at the shorter wavelengths where the 
linear growth rate is larger .  This implies that at saturat ion , there is not a strong 
nonlinear transfer of energy from modes with the largest linear growth rates to the 
energy cont aining modes . Most of the nonlinear energy transfer in k 1. -space is from 

the energy cont aining range to longer wavelengths which are damped.  However, 
since T (kx , ky ) is averaged in z, it only diagnoses the energy transfer in k 1. -space . 
The dominant energy transfer could very well be from low k 1 1 to  high k 1 1 , since paral
lel Landau damping is dominant . More detailed diagnostics are required to isolate 

and identify these various possible cascade mechanisms . We can also construct a 
nonlinear growth rate ,  T (kx , ky ) /  E(kx , ky ) which is also plotted in Fig . 5 .4 .  
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Figure 5 .4 :  Time averaged tot al linear drive spectrum T (kx , ky ) ,  and T / E(kx , ky ) 
spectrum , for the #41 309 run . Contours for T are at -0 . 1 ,  - 0 . 05 ,  0 ,  0 . 25 ,  0 . 5 ,  0 . 75 ,  
1 ,  and contours for T / E are at -0 . 2 ,  - 0 . 1 ,  0 ,  0 . 1 ,  0 . 2 .  

Clearly, much more work i s  need t o  underst and the nonlinear dynamics in 
more detail , beyond these cursory investigat ions . It is of great interest to understand 

the processes which set the dominant nonlinear scale . 

5 . 3  Nonlinear Generation 

Sheared E x B Flows 

and Damping of 

Both slab [DORLAND et al. , 1992 ;  DORLAN D ,  1 993] and toroidal [BEER et al. , 
1992 ;  HAMMETT et al. , 1 993] simulat ions have revealed that an import ant nonlinear 
saturation process for core tokamak turbulence is the nonlinear generat ion and 

damping of sheared E x B flows . The amplitude of these flows is  determined by 
the balance between the nonlinear generation and linear damping of the poloidal 

component of these flows . The amplitude of these flows is a sensitive control of 
the turbulence levels and transport . In this sect ion the effect s of these flows are 

discussed, and the gyrofluid models of the linear damping processes are carefully 
investigated .  
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I t  should be emphasized that in these simulations , the sheared E x B flows 
are small-scale flows generated by the turbulence , with kr Pi "' 0 . 1 ,  and evolve on 

the turbulent t ime scales . This is in contrast to most theoretical and experiment al 
studies of the shear flow st abilizat ion , where the effect s of large scale E x B flows are 
considered,  with kr Ln "' 0 ( 1  ) .  The large scale flows evolve on the slower transport 
t ime scale , except right at the L-H transition , and are equilibrium flows within 
the gyrokinetic ordering. We have not considered the effect s of equilibrium sheared 

E x B flows or sheared parallel flows on our simulations , although these effect s can 
be incorporated.  

5 . 3 . 1  Proper Treatment o f  Adiabatic Electron Response 

When the electrons are assumed to be adiabatic ( or are nearly adiabatic) it is  impor
t ant to use an expression for the perturbed electron density that allows consistent 

evolution of sheared E x B flows . A historical review of various assumptions about 
the adiabatic electron response is given in [DORLAND ,  1 993] . Adiabatic electrons 
experience no net radial transport since the E x B convection of the perturbed elec
tron density is zero (E X B · v'fi e ex V<I> X B · V<I> = 0) . If the electrons are allowed 
to respond to a potential perturbation which is constant on a flux surface , this 

implies net radial transport of electrons ,  which is unphysical unless the magnetic 
field is  stochastic .  Thus for adiabatic electrons , it is  essent ial to  use [DORLAND and 

HAMMETT , 1993] : 
( 5 . 1 7) 

where T = Tio/Teo , <I> has been normalized to e/ Tio , and ( <I> )  is a flux surface average . 

The effect of this proper adiabatic response on our toroidal nonlinear simula
tions is shown in Fig . 5 . 5 .  These simulat ions used the six moment toroidal gyrofluid 
equations and assumed adiabatic electrons . The parameters correspond to TFTR 
L-mode shot #650 1 8  at r/a = 0 . 78 :  f = 0 . 25 ,  f n  = 0 . 2 6 ,  'T/i  = 2 . 3 1 ,  s = 1 . 7 , 

q = 3 .42 ,  and Ti/Te = 1 . 1 9 .  Because this is near the edge , s is relat ively large . 
When n e = e<I> / Te is used , radially elongated structures form and grow, showing 
no signs of saturating throughout the length of this run . When the ko = 0 ,  k 1 1 = 0 
component s of <I> are artificially suppressed , so ( <I> )  = 0 ,  there is no E x B rot ation . 

It is curious that the simulat ions with n e = r<I> behave so differently from the those 
with ( <I> )  = 0. Using n e = r( <I> - ( <I> ) ) allows nonlinear generation of radially sheared 
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Figure 5 . 5 : Effect of the proper adiabat ic response in nonlinear simulat ions . When n e = ei.f> /Te is used ( dashed line ) , radially elongated structures form and grow throughout the run . U sing n e = e ( if> - ( if> ) )  /Te allows nonlinear generat ion of radially sheared E x B flows ,  which rip apart these radially elongated structures ( solid line ) . A saturated state is reached where the turbulence generated sheared E x B flows in turn regulate the turbulence . Also shown ( dotted line) 1s a run forcing the flux surface averaged if> to zero , disallowing sheared flows . 
E x B flows ,  which rip apart these radially elongated structures . A saturated state is reached where the turbulence generated sheared E x B flows in turn regulate the turbulence . This interplay leads to lower :fluctuat ion and turbulence levels than the case with no sheared E x B flows . 

It is interest ing to invest igate why the adiabat ic response ne = T ( if> - (if> ) ) , as opposed to n e = ri.f> , has such a dramat ic effect on the nonlinear evolut ion . Consider a potent ial perturbat ion as shown in Fig. 5 . 6 , which is constant on a flux surface , i .e . kg = k 1 1 = 0 , but is radially varying .  In this figure , r is a small fract ion of the minor radius of the tokamak . S ince this perturbat ion has k 1 1 = 0 , if n e = ri.f> were used for the adiabat ic electron response , the flux surface averaged perturbed electron density, ne (r ) , would have radial variat ion ,  as shown below if> (r ) . The perturbat ion on the left of Fig . 5 .6 could evolve into the perturbat ion on the right , and this would 
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Figure 5 . 6 :  A possible evolution of the electrost at ic potential, showing the necessity 
of the form Eq. ( 5 . 1 7) for the adiabatic response .  The potential perturbation on the 
left could evolve into the perturbation on the right , implying nonphysical net radial 
transport of adiabatic electrons if ne /n eo = ei.f> /Te . If n e /n eo = e ( i.f>  - ( if> ) ) /Te , the 
electrons do not respond to the flux surface averaged component . 

imply a net radial transport of electrons , which is unphysical if the electrons are 
adiabatic .  Thus , the electrons should not respond to the kg = k 1 1 = 0 component 
of the potential ,  leading to Eq. ( 5 . 1 7 ) . The electrons can respond to potential 

perturbations with k 1 1 -/:- 0 ,  since in this case the flux surface averaged perturbed 

electron density is  zero and there is no net radial electron transport . The form 

Eq. ( 5 . 1 7 )  is essential to  properly describe the evolution of radially varying potential 
perturbations ,  which gives rise to  sheared perpendicular E x B flow. Assuming 

n e = ri.f> essentially allows the electrons to move radially, so they effect ively short 

out these component s of the potential .  Using Eq. ( 5 . 1 7 )  prohibit s radial motion 
of adiabatic electrons , and allows the self-consistent generat ion of sheared E x B 
flows . 

The turbulence level is very sensit ive to the damping of these flux surface 
averaged E X B flows , as shown in Fig . 5 .  7 The damping of the kg = 0 modes is  
dominantly due to the toroidal effect s associated with magnetic pumping which 
damp the ( large) poloidal component of this flow . These effect s are independent of 

kr for small krPi ,  and dominate over viscous effect s which are proportional to Vi/V� .  
The poloidal damping can be turned off in the simulat ions by artificially setting 



132  Chapter 5 .  Nonlinear Result s 

6 

,......, 4 

"' ·-

><. 2 

I 

\ c.:,d
= O for k8

= 0 
I 

0 

0 1 0 0 2 0 0  3 0 0  4 0 0  

Figure 5 .  7 :  Effect of poloidal flow damping on  the nonlinear saturat ion level .  At 
t = 250Ln /Vt , the poloidal flow damping is  artificially turned off by setting wd = 0 
for kg = 0 modes ( dashed line) . Compared to the case with flow damping ( solid line) , 
the E x B flows grow to much larger amplitude and greatly reduce the :fluctuat ion 
levels and transport . 

wd = 0 for these modes ,  which for kg = 0 is normally wd = -kr fn sin (O ) . Fig. 5 . 7  
shows a simulation with the proper treatment which was restarted at t = 250Ln / Vti 
with wd = 0 for the kg = 0 rotation modes . This allows the sheared rotation to 
grow to much larger amplitude , and the turbulence level is  greatly reduced .  

The radial variat ion of  the flux surface averaged potential (<I>)  and parallel 
flow ( u 1 1 ) are shown in Fig . 5 . 8 ,  plotted at the end (t = 1 70Ln / Vti )  of the simulat ion 
discussed in Sections 5 . 1  and 5 . 2 ,  i . e .  for TFTR L-mode shot #41 309 at r/a = 
53cm .  Both radially sheared E x B flow and sheared parallel flow can enhance 
the radial decorrelation of the turbulence , reducing the fluctuation levels [BIG LARI 

et al. ,  1990 ;  HAHM , 1 994] . (Large equilibrium sheared flows can also introduce a 
Kelvin-Helmholtz type instability, see for example [WALTZ et al. , 1994a] . )  It is 

interest ing to  compare the relative strength of the radial decorrelat ion from the 
perpendicular E x B and the parallel flows . This is  measured by the perpendicular 
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and parallel shearing rates : w; = �r 8(kg VEg ) / 8r and w� = �r 8(k 1 1 u 1 1 ) / 8r , where 
�r is the radial correlation length of the turbulence (a typical eddy or blob size) . 

Using a perpendicular correlation length r0 � ()  � 1 /  kg , the shearing rate from VE = 
ikrPi Vti ( ei.f> i /Tio )  i s :  

Recall that ei.f> i /Tio = i.f> (pi / Ln ) and ui f vti = u u (Pi / Ln ) m our normalizat ion , 

Eq. 2 . 39 .  The shearing rate from parallel flow, since k 1 1 "' 1/qR, see Figs . 4 . 1 2 (b )  
and 4 . 1 3 (b ) ,  i s :  

The shearing rate  from perpendicular E x B flow is larger than that from parallel 
flow by 

in the gyrokinetic ordering. Using if> � 5u 1 1 from Fig . 5 . 8 ,  krPi � 0 . 1 5  and kgpi � 
pi / ( r0�()) � 0 . 1 5  from the simulations ,  and the measured q = 2 .4 ,  Pi = 0 . 14cm , 
and R = 258cm yields w; � 500 w� , indicating that perpendicular flow shearing 

dominates over parallel flow shearing for the elongated turbulence ( k 1 1 « k1. ) in these 
toroidal simulations . Note that this is  true for the flows generated by the turbulence , 

but does not preclude the importance of large scale equilibrium toroidal ( mostly 
parallel) flows . In addition , since the radial scale of the flows and the turbulence 

are comparable , the parameters above lead to an est imate of the perpendicular 
shearing rate ,  w; � 0 . 2vt/ Ln . The measured turbulent decorrelat ion time from the 
simulation is Tc "' 5Ln / Vti ( which can also be roughly est imated from the t ime scale 
of the :fluctuations in the time history plot s in Figs . 4 . 1 2 (a) and 5 . 3 ) .  This leads to 
an estimate for the turbulent scattering rate of wy "' 0 . 2vtd Ln . The sheared flows 

should strongly influence the turbulence if W8 ,2: wy ,  which is satisfied here . While 
these are rough estimates ,  it is clear that the levels of sheared E X B flow in the 

simulations is large enough to have a significant impact on the turbulence . Thus 
the convent ional theoret ical picture of the st abilizing influence of sheared E x B 

flow [BIGLARI et al., 1 990] on the turbulence seems consistent with the large effect s 
observed in these simulations . 
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Figure 5 . 8 :  Flux surface averaged potential and parallel flow at the end of the 
simulat ion at the #41309 parameters . The radial variat ion (first derivat ive) of the 
potential leads to a perpendicular (mostly poloidal) E X B flow, which is  radially 
sheared (second derivative of <I> ) .  
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5 . 3 . 2  Neoclassical Damping o f  Poloidal Flows 

135  

These sheared E x B flows are damped primarily by toroidal effect s .  While ( clas

sical) collisional damping would damp these flows in sheared slab geometry, in a 
toroidal system the strongest damping mechanism is neoclassical magnet ic pump
ing . Magnet ic pumping damps the ( large) poloidal component of the E x B flow 
until the tot al flow (parallel flow plus E x B flow) is purely toroidal . Because this 

process arises from the variation of B with maj or radius , we have termed these ef
fects "neoclassical , "  even though for turbulent time scales collisionless "transit-time 
magnetic pumping" [Snx, 1 973] dominates over collisional effect s .  This damping 

arises from collisionless phase mixing (Landau damping) , which dominates for short 

t ime scales , t < wii 1 , and damps the flows at a rate  proportional to Wti · For these 

short times , t < wii 1 , t rapped particles do not know that they are trapped,  so 
the plateau regime damping rates are applicable . After a bounce t ime the Landau 
damping ceases because of trapping , and one then get s a slow decay due only to 
collisions . This collisionless transit-t ime magnet ic pumping can also be related to 

the radial drift s  of particle orbits  in a tokamak in response to a changing radial 
electric field ,  i . e .  a kind of neoclassical enhancement of the polarization drift [ STIX , 
1 973 ; HINTON and ROBERTSO N ,  1 984;  CALLEN , 1 9 73] . 

In this section damping rates for magnet ic pumping are derived from the 
toroidal gyrofluid equations derived in Chapter 2 .  It is shown that in the banana 

and plateau regimes the toroidal gyrofluid equations accurately capture transit-time 
magnetic pumping. The damping rate  in the Pfirsch-Schluter is also shown to agree 
with neoclassical theory, for completeness .  

A s  discussed i n  Sect ion 5 . 3 . 1 ,  the most important flows are those with radial 
scales on the order of the turbulence scale size or longer . We see krPi � 0 . 1  - 0 . 2  
i n  our nonlinear simulations , s o  we will concentrate on the limit krPi « 1 ,  where 
magnetic pumping dominates over collisional viscous damping. Let us consider 
the dynamics of a potential perturbat ion which is const ant of a flux surface , <I> = 
<I> ( r ) . The discussion closely follows [HASSAM and KULSRU D ,  1 978] , but extends 

their approach into collisionless regimes .  The radially varying potential leads to a 
perpendicular E x B flow, VE = ( cf B)b x V<I> . Restricting the discussion to circular 
concentric flux surface geometry for simplicity, we have : b = bz [e¢ + ( t)q)eg] ,  

f. = r / R..J , b-; 1 = ..j1 + t2 /q2 , e¢ is the toroidal direction , and eg is  the poloidal 



136 Chapter 5 .  Nonlinear Result s 

direct ion . The magnetic field strength is B = B0 R0 / R, where B0 is the field on 
axis ,  at R = R0 . In addition to the perpendicular flow, there may be a parallel flow 

u 1 1 (r ,  0 ) . In the small kr limit which we consider here , <I> » p, so the diamagnetic 
flow contribution is negligible . Both the perpendicular E x B flow and parallel flow 
have toroidal and poloidal components :  

( 5 . 1 8 )  

( 5 . 1 9 )  

The toroidal and poloidal component s of the tot al flow v = u 1 1 b + V E  = vgeg + V<f>e<I> 
are : 

( 5 . 20 )  

( 5 . 2 1 )  

Let u s  consider the time evolution of these flows , as described by the 4+ 2 toroi

dal gyrofluid equations , given in Section 2 . 6 .  The quasineutrality constraint for 
adiabatic electrons ,  Eq. ( 2 . 9 ) , is r ( <I>  - ( <I> ) ) =  ni + ( ro - l ) <I> , where <I> is normal
ized to e/ Ti ,  ni to nio , and T = Ti/ Te . It is convenient to introduce the notation 
h = R/ Ro = 1 + f cos 0, so the flux surface average is  ( <I> )  = (21r ) - 1 f dOh<I> ( r ) = <I> . 

For krPi « 1 ,  ni = n and ro = 1 - k;pf , so :  

(n) 
(<I> )  = 

(k2 ? ) 
. 

r Pi 
( 5 . 22 )  

We now normalize kr to  Pio , where Pio = Vtimc/ e Bo , so Pi = Pioh and ( <I> )  = 

( n) /k; (h2 ) . Since we have assumed circular concentric surfaces ,  kr is independent 

of O .  Now consider the evolut ion of the flux surface averaged toroidal angular 
momentum, (hv¢ ) - Using Eq. ( 5 . 20 ) , 

( 5 . 23 )  

In  the normalized units  of Chapter 2 and Eq .  ( 5 . 22) , this becomes : 

( 5 . 24) 
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so we need to find 8 ( hu 1 1 ) j ot and 8 (n ) j ot from the gyrofluid equations . 

1 37 

Considering perturbat ions with ky = 0 ,  so w* = 0 ,  but with slow parallel 

variation so 8 j 80 -1- 0 ( the y coordinate is perpendicular and O is the parallel 
coordinate ,  as discussed in Chapter 4) , the density and parallel velocity equations , 
Eqs . ( 2 . 9 1 )  and ( 2 . 92 )  become : 

( 5 . 25)  

( 5 . 26)  

The parallel derivatives , V 1 1 = b · V = ( bz jqR0 )8j80 ,  when normalized, become 

V u = ( bz tn jq) o j80 ,  where tn = Ln j R0 . Furthermore , in these variables ,  iwd = 
( cT jeB3 ) B  X V  B · V = -ikr bz tn sin 0 ,  and V u ln B = ( ln tbz j hq) sin 0 .  Flux surface 

averaging the density equation yields : 

The u u term vanishes on flux surface averaging, leaving : 

0 ( n) ikr bz tn J 8t = 
27r 

dO sm 0 ( 2<I> + Pu + P1. ) -

A veraging the parallel velocity equation leads to :  

(5. 27) 

( 5 . 28)  

� ( hu u ) = _ _!_ j d0h2 bz tn [ t (P u + <I> ) + _:_ (Pu - P1. ) - ikr q sin O ( qu + q1. + 4u u )] . 
ut 21r q uO h 

( 5 . 29)  
Using the identity : 

( 5 . 30)  

Eqs . ( 5 . 28)  and ( 5 . 29 )  can be combined . The kr independent terms cancel , and :  

0 ikr bz tn J 2 • 

ot 
( hv¢ ) = 

27r 
dOh sm 0 (  q 1 1 + q1. + 4u 1 1 ) :::;:: O , 

since we are considering the krPi -+ 0 limit . 

(5. 3 1 ) 

Similarly, we can find the t ime evolution of the flux surface averaged parallel 

flow, ( u 1 1 j h ) ex (v · B ) , which to zeroth order in kr is given by: 

( 5 . 32)  
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The parallel flow is damped by the difference between P u and p 1. . In neoclassical 
parlance , this expresses the fact that the parallel flow is damped by the parallel 

viscous stress B · V · 1r [ HIRSH MAN , 1 9 78] , where the stress tensor has the CG L 
form 1r = (P u - P 1. ) (bb - 1/3)  [CHEW et al. , 1 956] . Keep in mind that the density 
and velocity gyrofluid equations are exact moment s of the gyrokinetic equation 

in this limit ( small k_L ) ,  so these equations for the toroidal and parallel flows are 
capturing the true physics . ( In the six moment model closures are not introduced 

until the P u and P 1. equations . )  

The evolution of tip = P u - P1. i s  found by subtracting the parallel and 
perpendicular pressure equations , Eqs . ( 2 . 93)  and ( 2 . 94) . Because kr « 1 ,  but 

<I> "" n/k; ,  we keep wd<I> terms but drop wd terms involving the fluid moment s ,  

yielding : 

8 -' q u 4 ql. . -' 
ot up = - B'V u B 

+ B 'V u 
B4 - 2V u u u - u u v' u  ln B - zwd<I> - Vii up . ( 5 . 33 )  

At  this point i t  is  convenient , but not necessary, to  assume that the flows are 
incompressible . Incompressibility is enforced by sett ing 8n/8t = 0 in Eq. ( 5 . 25 ) , 
which forces the divergence of parallel flow to balance the divergence of E x B flow, 

V · VE = 2iwd <I> : 
( 5 . 34) 

This removes the fast parallel sound wave t ime scale and simplifies the analysi s .  

Using incompressibility in  Eq .  ( 5 . 33 ) , some of the u u and wd <I> terms cancel . The 
remaining u u and wd<I> terms can be written in terms of the poloidal flow using 

Vg = U u tbz /q  + ikr hbz <I> , from Eq. ( 5 . 2 1  ) .  The evolut ion of tip i s  then given by: 

8 qU 4 q1. f.n sin O 
at6P = - B'V u B 

+ B 'V u 
B4 - 3vg 

h 
- l/ii tip , ( 5 . 35 )  

Thus tip i s  driven by poloidal flow and damped by ion-ion collisions and parallel 
heat flows .  Collisions relax the distribution function toward a Maxwellian , which 

causes isotropization of Tu and T1. , damping tip . The physical mechanism by which 
poloidal flow drives tip is a bit more subtle . Consider a poloidal flow which brings 

plasma from the outer midplane to the inner midplane , where B is larger . Because 

µ = v:/2B is  conserved,  as B increases , T1. increases .  Similarly, from conservat ion 

of canonical toroidal angular momentum, Tu decreases , so poloidal flow drives a 
difference between P u and P1. · This tip in turn damps the parallel flow, as shown by 
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Eq. ( 5 . 32 ) . Since the toroidal flow is const ant , this parallel flow damping leads to 
poloidal flow damping, as follows .  Again using incompressibility, hvo is  independent 

of 0 .  Then with some manipulat ion , u 1 1 / h  can be written in terms of ( hvo ) and ( hv¢ ) : 

( 5 . 36)  

Evaluating the flux surface averages to lowest order in c ,  (h2 ) � 1 + � f2 and ( 1 /  h2 ) � 

1 + ! c2 , leads to :  

�I = (1  + 2q2 ) � ( hvo ) + ( hv¢ ) . 

Since the toroidal flow is const ant , a (hv¢ ) /at � 0 ,  Eq. ( 5 . 32 )  becomes : 

� / 7!]_ ) = ( 2 ) ::_ � (h ) = 2- J d()
bz tn f sin ()

( _ ) 
at \ h 

1 + 2q 
q at 

vo 
21r qh 

P u P1. · 

(5. 37)  

( 5 . 38)  

In the Pfirsch-Schluter regime ( easiest , but least relevant to present day 
experiment s ) ,  collisions keep q1 1 and q1. small . Considering slow evolution compared 

to the sound wave time scale , we can look at the average evolution of <Sp by ignoring 
a<Sp/at .  Then <Sp in Eq. ( 5 . 35 )  is  determined by the balance between the drive from 
the poloidal flow and the damping from collisional isotropization : 

, _ fn sin () 
up - - 3vo 

h 
. 

Vii 
(5. 39) 

Plugging this into Eq. ( 5 . 38) , using the fact that hvo 1s independent of () ,  and 
integrat ing over () to  lowest order in f yields : 

(5. 40) 

The flux surface average on the right hand side can now be evaluated,  which to 
lowest order in f gives a poloidal damping rate  of: 

3 f2 

' = - - n 

2 ( 1  + 2q2 ) Vii
. (5. 41 ) 

Here both I and Vii have been normalized to  Vti / Ln . In dimensional form , this i s :  

3 
( 5 .42)  

2 (2 + 1/  q2 ) Vii ' 
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where Wti = Vti /qR.  This  expres sion mat ches the Pfirsch-Schluter result of [HASSAM 
and KULSRU D ,  1 978] exactly. 

Now consider the les s  collisional plateau and banana regimes . Here the Vii 
term in Eq. ( 5 . 35)  is  negligible , and the dominant balance is between the heat 
flux terms , which damp <Sp, and poloidal flow, which drives <Sp. In these "colli
sionles s" regimes , the heat fluxes primarily come from the Landau damping terms 

in the gyrofluid equat ions . For low frequencies , Eq. ( 2 . 95 )  and ( 2 . 96 )  reduce to 

v12D 1 1 l k 1 1 l q 1 1 � - ( 3  + JJ 1 1 ) V 1 1 T1 1 and v12D1. l k 1 1 l q1. � -V 1 1 T1. . U sing k 1 1 � 1 / qR ( in our 
dimensionless  unit s , k 1 1 is  normalized to Ln , so k 1 1 � tn / q) ,  thi s  approximately leads 

to :  

6 
fir vg q sin () 

p � - 3y 2 h 

Plugging this  into Eq. ( 5 . 38 )  gives : 

( 2 )
l

h
OVg _ 

�h (
bz tn t sin

2 () ) 
1 + 2q - - - - 3 - Vg 

q 8t 2 h4 

( 5 .43)  

( 5 . 44) 

Evaluat ing the flux surface average to  lowest order in £ yields the collisionles s  

poloidal flow damping rate  from the toroidal gyrofluid equat ions : 

( 5 .45)  

which i n  dimensional form i s : 

( 5 .46)  

This  mat ches the plateau result s of [ HIRSH MAN , 1 9 78] and [ STRINGER,  1 9 73] within 

a factor of 1 . 5 ,  and also agrees with [STIX,  1 9 73] if (1 + 2q2 ) i s  replaced by 1 ,  since 
he was working in slab geometry, with modulated B. 

In the banana regime , the neoclassical calculat ion of the poloidal flow damp
ing rate i s  not as straightforward as in the plateau regime . Using the st at ic values 

for the parallel vi scosity coefficient s , [HIRSHMA N ,  1 978] found :  

( 5 .47)  

which is  the same expression in dimensional and dimensionles s  form . Thi s  large 
damping rate violates the as sumpt ion w « Vii which calls the use of the stat ic 
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viscosity coefficient s into question ; a point which [ HIRSH MAN , 1 978] emphasized. 
Earlier works found I ex - vii / £  [ STIX , 1 9 73] and I ex -Vii [ROSENBLUTH et al. , 

1 971 ] . Later neoclassical expressions for the poloidal flow damping rate  were de
rived without using the static parallel viscosity coefficient s and found I ex -Vii 
[ SHAING and HIRSHMAN , 1989] , 1 ex - vii / £1 /2 [TAGUCHI ,  1 99 1 ] , and I ex -vii / £  

[ H s u  et al. , 1 994] . Since £ is  small , these result s are extremely different . These 
last three works , instead of using the st at ic  parallel viscosity coefficient s ,  solve for 

the time dependent distribut ion function , fi - However, when solving for Ji they 
order 8 fd 8t "' C ( Ji )  « wtdi , so these calculat ions miss any collisionless damping 
processes which occur on a faster t ime scale . As [STIX,  1 973] argued ,  collisionless 
transit-time magnetic pumping dominates for short time scales , t < w;;/ . The an

alytic damping rate calculated from the toroidal gyrofluid equations in the banana 
and plateau regimes , Eq. ( 5 .45 ) ,  is consistent with thi s .  Dimit s ' interpret at ion of 
poloidal flow damping in collisionless gyrokinetic particle simulations is  also based 

on Stix ' s transit-t ime magnetic pumping picture [DIMITS , 1 994] . The gyrofluid 

damping rates are compared to the neoclassical result s of [H IRSH MAN , 1 978] in 

Fig . 5 . 9 .  The result s agree in the plateau and Pfirsch-Schluter regimes . In the 
banana regime , transit-t ime magnet ic pumping dominates for times t :!::., w;/ , wii 1 , 
and at later t imes the damping is governed by collisional processes . 

The analytic gyrofluid result s for the flow damping rates in Eqs . ( 5 . 4 1 )  and 
( 5 .45)  are now compared with numerical solutions of the full toroidal gyrofluid 
equations without making any of the approximations used above . A flow with both 
toroidal and poloidal component s is initially imposed and is  linearly evolved in 

t ime . The parameters used are krPio = 0 . 0 1 , £ = 0 . 1 and q = ln = 1 ;  the scaling of 
Eqs . ( 5 . 4 1 ) and (5 .45)  with q and ln have also been checked,  but are not shown here . 
Fig . 5 . 1 0  and 5 . 1 1  show the linear damping of these flows for the Pfirsch-Schluter,  
plateau , and banana regimes . Here incompressibility is not enforced,  so there are 
oscillat ions during the damping of the flow ; it is not a purely exponential decay. 

The analytic gyrofluid expressions above compare favorably with the full numerical 
solutions . In the plateau and banana regimes , after an init ial rapid damping phase , 

a finite poloidal flow is maint ained which is damped on a slower collisional t ime 
scale . In contrast to the neoclassical banana regime result s ( valid only for longer 

t ime scales) , no significant differences are seen between the plateau and banana 
damping rates in this initial strong damping phase . 
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Figure 5 . 9 :  Poloidal flow damping rates in various collisional regimes . The gyro:fluid 
result s ( solid) mat ch the neoclassical result s in the Pfirsch-Schluter and plateau 
regimes .  For short t ime scales (t � wti 1

, wii 1 ) ,  transit-t ime magnet ic pumping 
dominates in the banana regime . The neoclassical result of [Hirshman , 1 978] ( using 
st at ic  parallel viscosity coefficient s ) i s  also shown in the banana regime (dashed ) . 
Because the neoclassical calculat ions assume that the distribut ion funct ion evolves 
on a collisional t ime scale , they miss  the rapid collisionless damping , and are only 
valid for t » wii 1 . 
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Figure 5 . 1 0 :  Poloidal flow damping in the Pfirsch-Schluter regime , Vii /Wti = 1 0 . 0 .  
The poloidal flow ( solid)  from simulat ions agrees with the analytic result Eq. ( 5 . 4 1 )  
( dotted) . The toroidal flow (dashed) is  const ant , demonstrating that toroidal an
gular momentum is well conserved.  
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Figure 5 . 1 1 :  Poloidal flow damping in  (a) the plateau regime , Vii /Wti = 0 . 1 ,  and (b )  
the banana regime , Vii /Wti = 0 . 00 1 .  The poloidal flow (solid)  from simulations agrees 
with the analyt ic gyrofluid result Eq. ( 5 .45 ) ,  and the toroidal flow ( dashed) is again 
well conserved.  Transit-t ime magnet ic pumping dominates for short t ime scales 
t � w-ii 1 wii 1 , and at later t imes the damping is governed by collisional processes . 
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For the short time scales of the turbulence , transit-t ime magnetic pumping 
is the dominant poloidal flow damping process in the banana and plateau regimes . 

The small scale E x B flows are randomly generated by the turbulence , and damped 
according to Eq . (5 .45) . A bounce t ime later , when Eq . (5 . 45)  is no longer valid , 
the turbulence has evolved into a different state , generating new flows . Because 

the turbulence is  quite sensitive to balance between the nonlinear generat ion and 
the linear damping of the poloidal flow , it is import ant that the gyrofluid equations 

accurately model this process . Things get slightly more complicated for krPi "" 0 ( 1 ) , 
and it is more difficult to  check our models in this regime . Future work is needed 
to fully resolve this issue , but it appears that the toroidal gyrofluid equations are 
accurately modeling this process .  

5.4 Nonlinear Simulation Results with Trapped 

Electrons 

Although the adiabatic electron assumption may lead to a reasonable descript ion of 
ITG driven turbulence in some regimes (e .g . , when the electrons are very collisional 

so trapped electrons are wiped out , but not so collisional that the parallel dynamics 
are affected ) , in general , nonadiabatic electron effect s should be t aken into account . 
It is conceivable that if Xi » X e , D , the electrons could be passively advected 
by toroidal ITG driven turbulence with lit tle effect on the ion transport , but in 

general Xi "" Xe "" D . Clearly when X e > Xi , nonadiabatic electron effect s will be 
important . Further , electrons are typically in the banana regime ( v*e < 1 ) , except 
in the collisional extreme edge and in the extreme core where the trapped fraction 

,/f. is small , indicating that collisions are usually not large enough to completely 

wipe out the nonadiabatic electron response . Again , D , Xe -1- 0 guarantees that the 
electrons are significantly nonadiabatic .  

In this section , the effect s of nonadiabatic electrons are investigated with 
nonlinear simulations .  These result s should be considered preliminary. The effect 

of electron collisionality on the predicted transport is shown in Fig . 5 . 1 2 for the pa
rameters 'T/i = 'f/e = 3 , q = 1 . 5 , s = 1 ,  En = 1 /3 , £ = 1 /6  and Ti = Te , corresponding 
to the linear result s in Fig . 3 . 5 .  For high collisionality, VeffLn /Vti = 1 0 (v*e = 2 ) , 
the electron response is nearly adiabatic .  The ion thermal flux , Xi � 4pf vtd Ln , 



146 

,......_ ·a 

"' ·� 

1 2 

1 0  

8 

6 

4 

2 

0 
0 . 0 1  

o. ... .. . ·· . . 
Xe ··· · · · ·· . . . 

co ll is ion less  

Chapter 5.  Nonlinear Result s 

0 - . . . . . 

1 0  
adiabatic 

Figure 5 . 1 2 : Fully nonlinear simulat ion result s with trapped electrons , varying elec
tron collisionality, for ITG driven turbulence at 'T/i = 'T/e = 3 .  As v* e is reduced,  the 
electrons become destabilizing , unt il Xi "" 3xidiabatic in the collisionless  limit .  

is the same as obt ained with adiabat ic electrons and Xe is very small . As Veff 1s 
reduced,  the electrons become dest abilizing .  In the collisionless  limit , v* e = 0 . 002 ,  

Xi � l l pf vtd Ln and X e � 5pf vti / Ln . Although for these parameters the turbulence 

is driven by toroidal ITG modes ("Ii = 3 , Lri/ R = 0 . 1 ) , electrons increase X i by up 
to a factor of three over simulat ions with adiabat ic electrons .  

Fig .  5 . 1 3 shows result s from another set of nonlinear simulat ions showing 
the effect of '\!Ti . Beginning with the reference case 'T/i = 'T/e = 3 , q = 1 . 5 , s = 
1 ,  ln = 1 /3 , £ = 1 /6 , Ti = Te , and V*e = 0 . 02 , '\!Ti is reduced by lowering 'f/i 
holding Lne = Lni and Lre fixed . These nonlinear runs correspond to the linear 

result s in Fig .  3 . 6 .  If the electrons are adiabat ic , when 'T/i is reduced below the 
adiabat ic ryfrit , the plasma is stable and the turbulent flux vanishes ( solid squares in 
Fig .  5 . 1 3 ) . With trapped electrons at low electron collisionality, below the adiabat ic 
ryfrit the turbulence is driven by unst able trapped electron modes .  The ion heat flux 

Qi = (vErPi ) drops below Q e for 'T/i < ryyrit , consistent with the quasilinear rat ios 
where Qi > Q e for the toroidal ITG mode and Qi < Q e for the TEM [REWOLDT 
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Figure 5 . 1 3 :  Nonlinear simulations predict Xi /X e in experiment al range even for 
'T/i < ryfrit adiabatic at low electron collisionality. At v* e = 0 . 0 2 ,  as 'T/i is reduced 
holding 'f/e = 3 fixed,  Q i drops below Q e as the ITG mode evolves into TEM , but 
since '\!Ti i s  gett ing weaker, X i stays above or comparable to X e · Lowering 'f/e reduces 
Xi and X e (weaker TEM drive) . 

and TAN G ,  1 990] . However , since Q = xVT , because '\!Ti is decreasing , X i stays 

above or comparable to Xe · The relat ive magnitudes of Xi and Xe are within the 
experiment al range , where typically Xi "' Xe · The parameters of this scan were 

specifically chosen to investigate strongly driven TEM turbulence at 'T/i < ryyrit . A 
physically more realistic scan would not hold 'f/e = 3 fixed ;  'f/e = 'T/i is more likely. 
When the scan is repeated decreasing both 'f/e and 'T/i simult aneously, both X i and 
Xe are reduced in the TEM regime ,  by roughly a factor of three . 

These nonlinear result s show that the most striking effect of trapped elec

trons is to soften the ryyrit or L':f/ / R threshold which exist s  with adiabatic electrons . 
When the turbulence is driven by trapped electron modes , below ryyrit , Q i is reduced,  
so in this  sense there is st ill a threshold for the ion heat transport , but i t  is  not a 
sharp threshold at low collisionality. For the moderate v* e of many L-modes , there 

is marginal behavior , but at lower v* e there may still be a fairly strong TEM drive 
with less  marginal features . Mapping out precisely when this happens is now pos-
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sible with our simulat ions with trapped electrons . As shown above , the TEM drive 
can strongly affect both ion and electron transport . It is thus expected that both Xi 

and X e will depend on electron collisionality and electron  density and temperature 
gradient s in low collisionality regimes , part icularly when 'T/i is  low and the TEM 
dominates . 



Chapter 6 

Comparison with Experiment 

D 
IRECT COMPARIS ONS of the toroidal nonlinear simulations with ex
periment are presented in this chapter. Recent comparisons between ex

periment and a transport model based on simulat ions with our toroidal 
gyro:fluid code and linear fully kinet ic calculations have shown good agreement in the 
core (r/a < 0 . 85 )  of L-mode type discharges [DORLAND et al. , 1 994b ; KoTSCHEN

REUTHER et al. ,  1 994a] . These comparisons used an interpolation formula for Xi , 

parameterized to  fit our toroidal gyro:fluid simulation result s with adiabatic elec

trons .  This formula also uses an interpolat ion formula for the marginal Lri / R 
found from linear fully kinetic calculations with adiabatic electrons . (As  discussed 
in Section 5 .4 ,  a critical Lri / R does not always rigorously exist with nonadiabatic 

electrons ,  but threshold like behavior may st ill occur in many cases . )  This fit to Xi 
was then used in a predictive power balance code to  predict temperature profiles , 
and Ti and Xi from the fit (using the predicted Ti )  were compared with experiment . 
Many L-mode ( "'  50)  shot s were simulated in this manner , finding encouraging 

agreement . In this Chapter, a simpler , more direct approach is t aken . Measured 

temperature and density profiles are used as inputs for the toroidal gyro:fluid sim

ulations with trapped electrons , and the resulting xi ' s and x e ' s are compared with 
those inferred from power balance . This comparison is  presented here to roughly 
demonstrate where we st and,  and should be considered qualit at ive . 

The specific shot chosen is TFTR L-mode #650 1 8 ,  and the input parameters 

are taken from SN AP try 3. This shot is  very similar to  #650 1 2  in [SCOTT et al. , 
1 993] . The primary ion species is deuterium , heated by 14MW of deuterium neutral 

149 
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beam inj ect ion . The maj or radius is Ro = 245cm , the minor radius is a = 80cm ,  
and the toroidal field strength o n  axis is B0 = 4 . 8T .  The Shafranov shift is  not 

terribly large , 1 1 . 8cm at the magnetic axi s ,  so the simulations use concentric circular 
flux surface geometry. In this shot the impurity concentrat ion is small , Zeff = 
1 .  73 .  At r = 0 ,  the beam density is nb / ne = 0 . 1 5 ,  and the hydrogen and carbon 

impurity densities are nH /n e = 0 . 0 7 1  and nc /n e = 0 . 024, with carbon making 

largest contribution to Zeff and to the impurity charge density. Met al impurities are 

negligible . The calculated beam density decreases monotonically towards the edge . 
Because of this relat ively low impurity and beam concentrat ion , in the simulations 
impurities and beams are neglected .  The measured Zeff (assumed independent of 
minor radius) is used to calculate the electron-ion collision frequency. 

The profiles t aken from SNAP are shown in Figs . 6 . 1-6 . 3 .  Since 'T/i = Lni / Lri 
vanes from 1 . 5  to 4 ,  the turbulence in this shot is driven by the toroidal ITG 
mode . Several small flux tube simulations , centered at different r / a ,  are run using 

the local measured parameters as input . The chosen numerical parameters vary 
slightly with the physical parameters to ensure adequate resolution . In part icular , 
the simulations find a strong q dependence of the peak in the nonlinear fluctuat ion 

spectrum . At the edge where q is large , the spectrum peaks at lower kg , so larger 
simulat ion domains are required to resolve these long wavelengths . The result s 

from these nonlinear simulations are shown in Fig. 6 . 4  and compared against Xi 

and Xe from power balance . Also shown is the predicted Xi from [BIGLARI et al. , 
1989] , Xi = [kg pi q( l + 'f/i ) / (  rs) ]  pf vtd Ln . Since kg pi is not determined from this 
theory, kg pi = 0 . 2  is used. Using kg pi found from the simulations would exacerbate 

the difference between this theory and experiment , since kg pi from the simulations 
decreases with increasing minor radius . In the core (r /a < 0 . 2 ) ,  all modes are 
st able for the measured parameters , but j ust barely ; a small increase in VTi would 

dest abilize the toroidal ITG mode and give a small Xi · ( This shot had sawteeth ,  
which might be complicating things i n  this region , since the q = 1 surface is  at 

about r/a = 0 . 2 5 . )  

There i s  a tendency for the predicted X from the simulat ions , xsim , to  over
and undershoot X

PB calculated from power balance . This is related to the depen

dence of the x ' s on VT , and the fact that the measured VT , as a gradient , is more 
susceptible to experimental uncert aint ies than local quantities .  The experimentally 
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Figure 6 . 1 :  Measured electron ( solid)  and ion (dashed) density and temperature 
profiles , and beam density ( long dashes)  for #650 1 8  from SN AP. 
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Figure 6 . 3 :  Safety factor , q ( solid) , shear ,  s ( dashed) , electron ( solid)  and 10n 
( dashed) collisionality for #650 1 8 .  

inferred heat flux, Q i , i s  fairly smooth .  Since XPB ex Q i('vTi , if the measured VTi is 
slightly lower than its actual value , XPB a will be slightly higher than the actual Xi · 
The simulation x

sim is proportional to  VTi , since the turbulence here is primarily 
driven by the ion temperature gradient . Since the simulations use VTi as an input , 

if VTi is slightly low, x
sim will be low . Therefore , small errors in VTi push x

sim 

and XPB in opposite directions .  Taking this into account , Fig. 6 . 4  shows reasonable 
agreement between the toroidal gyrofluid result s and the experimental result s in 

the core region , r/a < 0 . 7 ,  for both Xi and X e · The heat transport is  reduced in 

the core where the toroidal ITG mode is more weakly driven than ,  for example , at 

r/a = 0. 5. 

Outside r/a = 0 . 7 ,  the predicted Xi i s  clearly too low . There are a few 

possible explanations which could make the predicted edge transport increase ,  
due to  effect s which are not included in these simulations . Increased damping of 

the turbulence-generated sheared flows near the edge would increase the flux ( see 
Fig . 5 . 5 ) .  Increased flow damping could possibly come from collisional frict ion with 

impurities or from drag due to charge exchange , although the latter is probably quite 
weak . Another mechanism which would increase the edge transport is  inverted im-
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of X e (r  ) .  The dot s are from the simulat ions and the solid lines without dot s are cal
culated from power balance (SNAP ) .  Also shown is the theoretical Xi from [Biglari 
et al. ,  1 989] . 
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purity density gradient drive , as discussed in Section 1 . 2  [DORLAND et al., 1994a] . 
The radial variation of impurity density is difficult to measure ; it is probably easier 

to find some signature of impurity density gradient driven turbulence in the sim
ulations , and then look for this signature in :fluctuation measurement s .  Another 
possibility is Kelvin-Helmholtz type drive from sheared equilibrium flows , but it 

seems unlikely that the flows in the edge are large enough to drive these inst abili
ties . Another possibility is that the large :fluctuations at the edge are not generated 

locally, but are propagat ing into the edge from more strongly driven core regions 
[MATTOR and D IAMOND , 1 994] . Finally, perhaps some increased drive at the edge 
could come from the Shafranov shift . Near the edge the flux surfaces are com
pressed , increasing the local gradient in the bad curvature region . Clearly all these 

mechanisms are speculative at this point , and should be studied in more det ail .  

The predicted electron heat flux is in  reasonable agreement with experiment 
m the core , r/a < 0 . 5 ,  but is too low in the edge . In the region 0 . 5  < r/a < 
0 .  7 ,  where Xi mat ches fairly well , the predicted electron flux may be low due our 

approximate collision model . As discussed in Section 3 .4 ,  we have approximated the 
velocity dependence of ve (v ) .  Over most of the minor radius , the collisionality for 
this shot is  near Vetr Ln / Vti � 1 ,  where our trapped electron model underestimates the 
nonadiabatic electron response . ( See the right hand side of Fig. 3 . 5 . )  Incorporating 

the velocity dependence of ve ( v) could remedy part of this discrepancy. 

Overall , this seems to be a reasonable level of agreement . The gyro:fluid 
equations appear to be accurate enough to properly capture the small linear drive 
in the core , where the plasma is near marginality, without resorting to fully kinetic 

linear theory. Small changes in VTi and VTe could make the agreement virtually 
exact for r/a < 0 . 7 .  To demonstrate thi s ,  comparison of this shot with the IFS
PPPL Xi interpolat ion formula based on our toroidal gyro:fluid simulations with 
adiabatic electrons and linear fully kinet ic calculations is shown in Fig . 6 . 5 ( a) .  This 

interpolation formula for Xi found by [DORLAND et al., 1 994b] : 

2 . 
( 

R R ) 1 , 1 /2 
. - Pi Vti -

-
-

- :F Xi - R L . 1crjt , 
Ti Ti 

( 6 . 1 )  

1 s  quite similar to  the result s with trapped electrons ( Fig .  6 .4) for this moderate 

collisionality. In Eq. ( 6 . 1  ) ,  :F = q/ ( 2  + s )  · · · , is a complicated function of lo
cal dimensionless parameters , and R/ L'y,ft is determined from kinet ic calculations 
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Figure 6 . 5 :  (a) Comparison of experiment al Xi ( r )  ( solid) and and the IFS-PP P L  
Xi ( r )  ( long dashes) .  Also shown is  the IFS-PP P L  Xi ( r )  using an Lri ( r )  profile ad
j usted so the predicted heat flux matches the experimental heat flux ( short dashes) . 
(b)  Measured ( solid)  and adj usted (long dashes)  R/ Lri . In the core , the adj usted 
R/ Lri i s  only slightly above the critical R/ Lti (short dashes) .  

[KoTS CH ENREUTHER et al. , 1994b] . If Lri ( r )  is adj usted so the predicted heat flux , 

Q i , mat ches the measured heat flux , Xi (r )  is in much better agreement , as shown 
by the x:dj in Fig. 6 . 5 ( a) .  This is similar to the result s which would be obtained 

from the predict ive transport code used in [DORLAND et al. , 1 994b] . Fig . 6 . 5 (b )  
shows the measured R/ Lri , the adj usted R/ Lri , and R/ L'y.jt .  The adj usted R/  Lri 

is only slightly above marginal in the core , since the measured heat flux there is  
small . Fig. 6 .6  shows the Ti profile obt ained by integrating the adj usted Lri ( r )  
inward,  using the measured Ti at r /a  = 0 . 8  a s  a boundary condition . Thus , only 
a relat ively small change in Ti ( r )  is needed to get the predicted Xi to agree . This 
is  an example of usual marginal st ability effect s as emphasized again in [DORLAND 

et al. ,  1 994b] . A good sawtooth model might further improve the Ti fit in the core . 

This encourages us to  add more physics to these simulations to try to  ex

plain a wider range of experimental condit ions . With nonadiabatic electrons , at 
sufficiently small v* e , there is often no rigorous critical Lri beyond which the modes 
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Figure 6 . 6 : Ti profile obt ained by integrating the adj usted Lri inward ,  using the 
measured Ti at r/a = 0 . 8 as a boundary condit ion . Only small changes from the 
measured Ti profile are necessary to make the heat fluxes agree . 
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are completely st abilized , but there can st ill be threshold-like behavior where the 
modes are weaker . For the moderate v*e of many of the L-modes looked at in [DOR

LAND et al. , 1 994b] , there is marginal behavior (as in Fig .  6 . 4 (a) ) ,  but at lower v*e 
there may st ill be a fairly strong TEM drive with less marginal features .  Mapping 
out precisely when this happens is now possible with our simulat ions with trapped 

electrons ,  and is import ant work for the future . 

There are many experimental transport scalings which appear to  contradict 
microinst ability based theories , especially the scaling with current ( Ip ) ,  B, and ion 
mass .  There is some evidence , however,  that the IP and B scalings are not incon
sistent with our result s .  The q dependence of Eq. ( 6 . 1 )  can lead to IP scaling. The 
detailed comparisons in [KoTSCHENREUTHER et al. , 1994a] also compare favorably 

with the current ramp experiment s of [ ZARNSTORFF et al. , 1 99 1 ] . Although our 
simulat ions and Eq. ( 6 . 1 )  are gyro-Bohm , this gyro-Bohm scaling with B can be 
part ially masked by marginal stability effect s ,  leading to a more Bohm-like behav
ior , as seen in experiment s .  While the comparisons discussed in this chapter and 

in [DORLAND et al. , 1994b ; KOTSC HENREUTHER et al. ,  1 994a] seem to be on the 
right track , these issues must be carefully addressed. 
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Chapter 7 

Conclusions 

S 
EVERAL ADVANCES toward an underst anding of turbulent transport in 
tokamaks are made in this thesis .  The primary thrust of this work is the 
development of nonlinear toroidal simulations which predict fluctuation and 

transport levels that compare favorably with experiment . These simulations rely on 
more accurate fluid equat ions for the ions and new bounce averaged trapped elec

tron equations . Together ,  these equations provide an accurate description of most 
of the physics considered relevant for microinst ability driven turbulence .  This re

duced fluid model is sufficient ly simple to solve direct ly in high resolut ion numerical 
simulations . These simulations implement a reduced flux tube geometry for further 
numerical efficiency, and fully incorporate toroidal effect s .  Toroidal effect s are found 
to significant ly enhance thermal transport and :fluctuation levels over sheared slab 
predictions , bringing the predictions up to experimentally measured levels . In ad

dit ion , the nonlinear :fluctuation spectrum is peaked at long wavelengths , and is 
anisotropic in kr and kg due to the ballooning nature of this turbulence , in agree
ment with experiment . Finally, the trapped electron fluid equations provide the first 
high resolution toroidal nonlinear simulations which simult aneously include toroidal 

ITG modes and trapped electron modes , and allow calculation of the full transport 
matrix : ion and electron heat fluxes and part icle fluxes . 
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7. 1 Summary 

Toroidal ion gyro:fluid equations are derived with improved models of the import ant 
kinet ic effect s associated with toroidicity. Special care is t aken to derive closure 
approximations which , though similar to those of [WALTZ et al. , 1 992] , are well 

behaved in the mixed limit where both toroidal drift s and parallel free streaming 
are import ant , i . e .  where both k 1 1 and wd are non-zero . The four moment toroidal 
gyro:fluid model of [WALTZ et al. , 1 992] is extended to six moment s ,  including the 
µb · VB mirroring terms . This keeps the parallel velocity equation exact , impor-

tant for accurate poloidal flow damping rates . Including the µb · VB terms also 
incorporates trapped ion effect s to some level of approximation ( the growth rate 

in the very low kg pi trapped ion mode regime is  within a factor of two of full gy
rokinetics) . New toroidal FLR terms are treated which arise from the variation of 
B (in the argument of J0 ) with maj or radius , and generalize the FLR model of 

[DORLAND and HAMMETT , 1 993] to toroidal geometry. An improved four moment 
model is also presented,  which is simpler and numerically less  demanding than the 
six moment model . Impurity and (Maxwellian) beam dynamics are equally well 
described by these toroidal gyro:fluid equations , and have been incorporated into 

the code by Dorland.  

New bounce average fluid equations for trapped electrons are derived,  incor
porating sophisticated models of the trapped electron toroidal precession resonance 
and pitch-angle scattering from collisions . Because these equations are bounce av
eraged ,  the fast parallel electron t ime scale is removed,  allowing high resolut ion 

toroidal simulat ions simultaneously including drive from toroidal ITG modes and 
trapped electron modes .  Including nonadiabatic electron dynamics also allows pre
dictions of electron heat transport and particle transport . Both the toroidal ion 
gyro:fluid and trapped electron equations are carefully benchmarked against fully 

kinet ic linear theory, in the local limit and in fully nonlocal eigenmode calculations . 

A reduced flux tube coordinate system is presented which exploit s the elon
gated nature of microinst ability driven turbulence . A slab gyro:fluid code [DOR

LAN D ,  1993] is extended to toroidal geometry using this coordinate system and the 
comprehensive toroidal gyro:fluid equations derived here . These simulat ions find 

that the effect s of toroidal geometry are quite important . The :fluctuat ion levels 
and transport are about 25 t imes larger than sheared slab simulations , bringing 
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the predicted transport u p  to measured levels . The :fluctuat ion spectra from these 
simulations are peaked at kgpi � 0 . 1 - 0 . 2  for typical parameters and are anisotropic 

in kr and kg , similar to BES :fluctuation measurement s on TFTR [FONCK et al. , 
1 993] . 

The import ance of turbulence-generated small-scale sheared E x B flows on 
toroidal ITG turbulence is demonstrated.  The damping of the ( large) poloidal 

component of these flows is shown to be a sensit ive control of the turbulence level. 
The damping of these flows within the six moment gyro:fluid model is  carefully 

investigated.  For the relevant short time scales of the turbulence , the toroidal 
gyro:fluid model is shown to be accurate .  

Direct comparison of these toroidal simulat ion result s with L-mode experi

ment s are found to be encouraging . The predicted ion and electron heat transport 
in the core , r / a < 0. 7 - 0 . 8 ,  are in reasonable agreement with those calculated from 

power balance . The transport in the edge , r/a > 0 . 7  - 0 . 8 ,  is too low , and possible 

mechanisms to explain this discrepancy are discussed. 

7 .2  Future Directions 

The gyro:fluid equations are an approximation to the full nonlinear gyrokinet ic equa
tion , and break down in some regimes .  For example , the weak turbulence wave

kinetic equation derived from the gyro:fluid equations successfully reproduces the 
gyrokinetic wave-kinetic equation in the limit w » k 1 1 vti ,  but fails to  recover the 

ion-Compton scattering rate very near marginal stability, in the limit 1 « w « k 1 1 vti 

[MATTOR,  1992 ;  DORLAN D ,  1993] . The nonlinear validity of the gyro:fluid equations 
in strong turbulence regimes has not yet been unambiguously verified on fundamen
t al grounds . However,  gyro:fluid simulat ions have been compared against technically 
more accurate gyrokinetic particle simulations , finding similar behavior in a sheared 

slab [PARKER et al., 1 994;  DORLAN D ,  1 993] . The toroidal simulations developed 
in this thesis have been benchmarked with toroidal gyrokinet ic particle simulat ions 

(though not as extensively as the sheared slab simulat ions) , and find reasonable 
agreement [PARKER et al., 1 994] . Very recently, the toroidal gyrokinetic part icle 

simulations of [DIMITS et al. ,  1994] appear to predict lower transport by about a 
factor of 2 . 5 .  While in principle gyrokinetic simulations are more accurate ,  since 
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they solve the more fundament al gyrokinet ic equation directly, there are a number 
of issues which need invest igation : particle noise , part icle filtering, resolut ion , and 

geometry ( we implement field-line coordinates in a somewhat different way than 
[DIMITS et al. ,  1994] , which tends to emphasize resolution in different part s of k
space) . Det ailed comparisons with gyrokinetics is worthy of further study, to track 
down the causes of this discrepancy. 

Closing the fluid hierarchy with linear closures naively appears to introduce 

an error of O(�wNL /k 1 1 vti ) , which is  typically 0 ( 1  ) .  Here �WNL "" VE · V is some 
measure of the nonlinear decorrelat ion rate .  In this sense it is  very interesting that 

gyro:fluid models work as well as they do nonlinearly, but there are physical reasons 
behind thi s .  Each gyro:fluid equation , as a moment of the gyrokinetic equation , is  an 
exact nonlinear conservat ion law :  closure approximations are introduced into higher 
moment equations in a way which preserves the conservative form the equations . As 

more moment s are ret ained ,  more details of the distribution function are accurately 
described .  Smith has demonstrated convergence in the number of moments for the 
nonlinear plasma echo problem [HAMMETT et al., 1 993] , though it required many 

moment s in that case . In the strong turbulence limit , it seems unlikely that many 
moment s need to be kept , since the broad spectrum of modes should average out 

sharp velocity space variations in the distribution function . Our equations ret ain 
the dominant (E x B) nonlinearities and provide accurate physics based models of 
the linear drive and dissipation . Future work should continue to test the validity 
of the gyro:fluid approximation , both through comparisons with kinet ic simulations 

and through purely theoretical simplified problems . 

The toroidal ion gyro:fluid equations and trapped electron fluid equations 

presented here are both derived in the electrost at ic limit . Recent work has begun 
including electromagnet ic effect s [WALTZ et al. ,  1994b ; HAMMETT et al. , 1 994] . 
The main difficulty here is that magnet ic fluctuations are driven by parallel current 

:fluctuat ions , and since trapped particles do not carry current , passing electrons 
need to be evolved (they can no longer be considered adiabatic) . Resolving the 

fast electron parallel motion seriously slows down the numerical calculations . Some 
trick analogous to bounce averaging would be useful . 

The nonlinear simulation result s in this thesis are in axisymmetric, low-,B , 
high aspect rat io magnetic geometry. Including the effect s of general magnetic ge-
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ometry is  a straightforward next step . I t  is  of great interest to investigate  the effect s 
of elongation and triangularity on the transport , both to compare with existing non

circular tokamaks and to optimize the design of future experiments .  The derivation 
of both the toroidal ion gyrofluid equations and the trapped electron fluid equations 
is  valid for general geometry. Further , the flux tube simulat ion geometry in Chapter 

4 is  formulated in general geometry. All that is  required is  a pre-processor which 
would t ake the equilibrium magnet ic field described by Eq. ( 4 . 1 )  and calculate the 

metric coefficient s in Eqs . (4 . 5 )  and (4 . 6 ) . These metric coefficient s would then be 
used as further input for the toroidal gyrofluid code . 

Although these toroidal gyrofluid simulat ions are relatively fast , an analyt ic 

formula for Xi , X e , and D would be more desirable . In addition to aiding comparisons 
with experiment , analytic formulas ( even if they are approximate)  usually offer 
more insight than purely numerical result s .  Our focus to date has been to add 
more physics to our equations and simulat ions until we are confident that they 

are experiment ally relevant . Now that it appears we are reaching this point , it 
would be very interesting to invest igate the nonlinear dynamics in the simulat ions 
in more det ail ,  to try to develop an analytic model for the transport . While the 

interpolation formula for Xi in [DORLAND et al. , 1994b] represent s a significant step 
towards a reduced description of the simulation result s ,  a model for the transport 

in terms of a simplified renormalized dispersion relation would be more sat isfying . 
[DORLAND et al. , 1 994b] have found that much of the variat ion in Xi is captured by 
max (1 /k� ) (different from max (1 ) / k� because of the k1. dependence of 1 ) ,  but the 
residual variation is st ill described by a numerical fit to the simulat ion result s .  This 

residual variat ion presumably includes physics involving sheared-flow generat ion 
and damping , and it would be nice to have an analyt ic model of thi s .  

The electron equations have been implemented in the nonlinear simulat ions 
only quite recently; a more careful investigation of electron heat fluxes and part icle 

fluxes is  clearly called for. Further study of TEM driven turbulence is  required 
to accurately describe supershot s and ohmic plasmas . We can now study several 
important quest ions : Why is the convective multiplier as low as 3/2  in supershot s?  

When are there part icle pinches? What is the helium ash diffusion coefficient ? We 

can also study advanced tokamak configurations with trapped electron mode st a

bilization due to reversed shear or high-/3 , which are predicted to  have improved 
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confinement . A complete transport model must be able to predict density as well 
as temperature profiles . Nonadiabatic electron dynamics are thus an essential in

gredient . 



Appendix A 

Old Toroidal Gyrofluid Equations 

The equations used in the nonlinear simulations in Chapter 4 are briefly summarized 
here , since they are an earlier version of those derived in Chapter 2 .  Since the aim 

of the simulations in Chapter 4 is to test various assumptions implicit in flux tube 
simulation , the simpler four moment model is  used ,  using adiabatic electrons and 

ignoring collisions and particle trapping ( i . e .  V 1 1 B = 0) . The four moment equations 
here use less  accurate toroidal closure coefficient s and FLR approximations than 

those in Section 2 . 7 .  Using the normalizat ions and definitions in Chapter 2 ,  the 
dynamical equat ions are : 

du 1 1 

dt 
dT1 1 

dt 
+ 2v' 1 1 u 1 1 + V2l k 1 1 l x 1 1 T1 1 - 11 1 1 iw* W = 

2iwd [ ( 3  + V1i ) T1 1 + V2iT1. + n + w] - 2v1r lwd l T1 1 - 2v2r l wd l T1. , 

+ V2l k 1 1 I X 1. (r1. + lv:w) - [lv: + 771. ( l + v: )] iw* W 

+ (lv:vw) . Vn + (v: vw ) . v'T1. = - 2V3r lwd l T1 1 - 2v4r lwd l T1. 

2iwd [v3i T1 1 + ( 2  + V4i ) T1. + % + 1 ( 1  + 1 V:)w] 
The tot al t ime derivative includes the main E x B nonlinearit ies . The parallel 

closure coefficient s are x 1 1 = 2/ J"ir and X 1. = 1 /  J"ir. The toroidal closure coefficient s 
have both dissipative and react ive pieces , and written in the form v = (vr , Vi) = 
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Vr + iVi lwd l /wd, they are V1 = ( 1 . 93, - . 39 ) , V2 = ( . 24, 1 . 29 ) , V3 = (- 1 .40, . 47 ) , 
v4 = (- . 14, - 1 . 75 ) , and v5 = ( . 76, - . 98 ) . 

The adiabat ic  electron response is given by n e = T ( <I> - (<I> ) ) , where (<I> ) ( 1/i ) = 
(I dadzJ I V1/i l <I> ) /  (I dadzJ I V1/i l ) is a flux surface average . In circular concentric  

geometry, this becomes (<I> ) = (4�y z0 ) - 1 J dy dz ( R/ Ro ) <I> (x , y , z ) , and is only non
zero for the ky = 0 component s .  The gyrokinet ic quasineutrality constraint is 

n e = ni + ( r  O - 1 )<I> , where the expression used for ni is related to the ion guid
ing center density and perpendicular temperature by the FLR closure relat ion in 

[D O RLAND and HAMMETT , 1 993] ,  yielding :  

r l /2 1 0 [ 
A 2 ] r (<I> - (<I> ) ) = D(b) N (b) n + 2V 1. T1. + ( r0 - l ) <I> . 

Where T = Ti/Te , and explicit forms for the funct ions N (b) ,  D (b) ,  are given m 

[D ORLAN D and HAMMETT , 1 993] . 
S ince this equat ion involves both <I> and (<I> ) , it is woth not ing the procedure 

used to  determine <I> , given n and T 1. . In general , the coefficient s in this equat ion 
can be funct ions of the field line coordinate , so writ ing <I> = (<I> ) + c5<I> , and solving 
for c5<I> gives :  

c5<I> = 'n i  + (ro - l ) (<I> )
. 

T + 1 - ro 
Averaging both sides ,  since (c5<I> ) = 0 ,  and solving for (<I> ) gives :  

(<I> ) = ( ni 
) I ( 

( 1 - r o ) ) . 
T + 1 - ro T + 1 - ro 

Now that (<I> ) is determined ,  we use this expression in the quasineutrality constraint 

to obt ain <I> . 
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