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Comparing simulation of plasma turbulence with experiment
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The direct quantitative correspondence between theoretical predictions and the measured plasma
fluctuations and transport is tested by performing nonlinear gyro-Landau-fluid simulations with the
GRYFFIN (or ITG) code[W. Dorland and G. W. Hammett, Phys. Fluids53812 (1993; M. A.

Beer and G. W. Hammett, Phys. Plasn3ag046(1996]. In anL-mode reference discharge in the
DIII-D tokamak[J. L. Luxon and L. G. Davis, Fusion Techn@8|.441(1985], which has relatively

large fluctuations and transport, the turbulence is dominated by ion temperature gféb@nt
modes. Trapped electron modes and impurity drift waves also play a role. Density fluctuations are
measured by beam emission spectrosddpyJ. Fonck, P. A. Duperrex, and S. F. Paul, Rev. Sci.
Instrum.61, 3487(1990]. Experimental fluxes and corresponding diffusivities are analyzed by the
TRANSP coddR. J. Hawryluk, inPhysics of Plasmas Close to Thermonuclear Conditiedited

by B. Coppi, G. G. Leotta, D. Pfirsch, R. Pozzoli, and E. Sind&&rgamon, Oxford, 1980Vol.

1, p. 19. The shape of the simulated wave number spectrum is close to the measured one. The
simulated ion thermal transport, corrected ok B low shear, exceeds the experimental value by a
factor of 1.5 to 2.0. The simulation overestimates the density fluctuation level by an even larger
factor. On the other hand, the simulation underestimates the electron thermal transport, which may
be accounted for by modes that are not accessible to the simulation or to the BES measurement.
© 2002 American Institute of Physic§DOI: 10.1063/1.1424925

I. INTRODUCTION AND SUMMARY nonlinear gyro-Landau-fluidGLF) simulations using the
GRYFFIN (or ITG) codé**?and comparing the results with
data from a particular reference discharge on the DIII-D
YPokamak'® Each simulation predicts simultaneously the
transport fluxegof both energy and particleand the ampli-
tudes and spectral properties of the turbulence at a particular
time and radial position. If all these quantities can be shown
%o agree with the data, then this exercise will help to estab-

It()avels. In .p?rgcull?rr], sr:jeart_m t_hetrr]ad;al bel:actnc Tleldlhas Ig{sh the validity of the anomalous transport theory and the
een associated with reduction én 1€ turbulence 1evels angy sa| relationship between the turbulence and the transport.
the improvement of confinemeht® Evidence for flow-shear

: . . If we could subsequently make accurate predictions for a
suppression of the turbulence has also been obtained in gl9\7ide range of different conditions, then the theory would be
bal gyrokinetic simulation§ Nevertheless, the direct quanti- |

strongly supportedlA complete theory of transport in toka-
d th d fluctuati dt h b "Maks would also have to account for transient phenomena
an € measured fluctuations and transport has not begflat are difficult to describe within a conventional diffusive-

established in the plasma core. _ ._convective framework?~1"We do not address this question
Here, we investigate this connection by performing here)

There is much indirect evidence that low frequency tur-
bulence driven by plasma gradients is responsible for anom
lous transport in the core of tokamak plasmasThis evi-
dence is obtained both from theoretical or numerical
predictions of energy transport and its scaling and from ex

We presume the turbulence in question to be of the drift-
dElectronic mail: dwross@mail.utexas.edu wave type, including ion temperature gradi€iitG) modes,
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FIG. 1. Electron density data and profile fit from Thomson scattering.
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FIG. 3. Electron temperature and profile fit from Thomson scattering.

trapped electron modes, and impurity drift waves. These long i )
wavelength k<2.5 cnrl) fluctuations are measured by Shear correction. The shape of the wave-number spectrum is

beam emission spectroscofBES)'#2° and simulated by Elose to the measured one, but the density fluctuation level

the code. Electron temperature gradiéit G) modes, which  Ne/ne exceeds the BES measurement by a factor of 4 or 5.
cannot be resolved by either the BES or this code may als®n the other hand, the electron thermal flux is smaller than
be important for the transport, especially that of thethat of the experiment. We speculate that the missing elec-
electrong??2 Transport fluxes and corresponding thermaltron transport is accounted for by some other turbulent
and particle diffusivities are obtained from power and par-mechanism, e.g., the ETG modes.
ticle balance analysis as determined by the TRANSP é&bde.  Our principal difficulty is to account for the overestimate
Measured density and temperature profiles used in thef the ion transport and the even larger overestimate of the
TRANSP analysis also make up part of the input to the simufluctuation level. The latter is particularly hard to understand,
lation code. Likewise, the geometry used in both the analysisince we expect the transport fluxes to be proportionafto
and the simulation is derived from fits to the equilibrium We believe that errors in the BES measurement are far too
produced by the EFIT codé. small to account for this discrepancy. A major source of un-
The comparison requires correcting the simulation re<ertainty in this work is that of the local gradients, especially
sults for the measuredx B flow shear, which we do using a the effects of impurities. We have presented a preliminary
“quench rule” proposed by Waltet al?® Similarly, the in-  survey of these effects elsewhéfeGyrokinetic simulations
terpretation of the BES measurement requires accounting fdrave been shown to exhibit an upward nonlinear shift in the
the sample volume, which filters the higher wave-numbetemperature gradient threshold, which could, together with
modes?®?” Even with these corrections we find that thethe temperature gradient uncertainty, alleviate the
simulated thermal ion transport exceeds the measured valubscrepancy®3 For the conditions considered here, how-
by a factor of 1.5 to 2.0 depending on the choice of flow-
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FIG. 2. (a) Z. (left-hand scaleand (b) carbon density data points and fit FIG. 4. lon temperature data and profile fit from charge—exchange recom-
(right-hand scale bination spectroscopy.
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kJ_ps TABLE |. Experimental transport losses through the suﬁpeeO.? att
. 00 01 02 03 04 05 06 07 =1160 msec of the reference shot, 98 777. HAre 37.5 nt is the area of
N the flux surface.
L 5x108
& Loss through surface Diffusivity
% 4 Particle fluxes particles/s s
& 3 lons IA=1.6x10% D;=1.3
> Electrons T A=1.9x10% D.=1.4
© 2 Energy fluxes Loss through surface Diffusivity
3 MW m?/s
0] 1 lon thermal conduction qiA=1.3 xi=3.8
(% 0 lon thermal convection griTiA: 0.2
50 100 150 200 250 300 350 Total ion thermal flux QA=qA+ %FiTiA=1-5 Xie“=4.4
Frequency (kHz) Electron thermal conduction gA=1.2 Xe=2.3
S — d fluctuati i itud odvs f Electron thermal convection gFeTeAZO-Z
. 5. The measured fluctuation spectryamplitude squaredvs fre- eff _
quency and wave numbe(Here,Te~Tipandp5~: ) | Total electron thermal flux QA=A+ %FeTeAzlA Xe =2.8
Total thermal flux R+ Q)A=29

ever, initial gyrokinetic calculations with the Eulerian gyro-

kinetic GS2 code do not improve the agreement withmain deuterium and the impurity carbon. We note that in
experiment! Variation of the plasma gradients across theotal, i.e., for the full plasma volume, there is about 3.6 MW
computation domain might also affect the result. This is theyf glectron and ion heating. Of this amount, about 0.5 MW is
subject of current research, for example, with fuII—radiusohmiC, which implies that only 3.1 MW of the total injected

particle-simulation code¥:%®

or finite-annulus Eulerian 4 5 Mw of beam power is absorbed by the plasma. Most of

gyro-kinetic code$?* Much further work is required to estab- pis energy is deposited inside the=0.7 surface, trans-
lish definitively the causal connection between turbulenceoried by the ions and electrons through that surface and
and transport. We are presenting this case in detail in order {§en |ost by radiation at larger radii.
For comparison with other presentatibiswe also list
the corresponding thermal and particle diffusivities implied
by a diagonal transport model for the profiles shown, e.g.,

We deliberately choose a shot that is expected to havEking the conducted heat flux 0 o= xin;Ti /L1i, where
substantial turbulence in the outer part of the core. That isthe scale Iengt.h_-Ti=(d InT;/dr)~~ is an average over the
the maximum growth rate without flow shear should substanflux surface. Similarly, the total energy flux is given ky

provide a reference and context for subsequent studies.

II. THE EXPERIMENTAL DATA

tially exceed the flow-shear frequency. The shot in question X

ieﬁniTi /L+;. For comparison with theory we prefer to use

No. 98777, is arL.-mode in DIII-D, which is used as a ref- the fluxes, since their experimental values depend on inte-
erence for comparison with a radiation-improved dischargdrated quantities and not on local gradients. In this frame-

obtained by neon puffing®® The measured density and tem- WOrk the diffusivities, e.g.x;, are secondary derived quan-
tities. For the radially localized simulations, of course, we

must still deal with uncertainties in the input local gradients.

perature profiles are shown in Figs. 1-4 fer1150—-1170
ms into the discharge. The deuterium ion den@ityt shown

and Z.; are inferred assuming the carbon is six times ion-
ized. (We do not consider the neon-puffed shot 98775 herelll. THE CODE AND SIMULATION OUTPUT
because the ITG modes are expected to be stable. This re- GRYEEIN or ITG is a nonlinear GLF code that com-
sults from a reduction of the driving terms together with pytes turbulence in a flux tube centered at the chosen
increased flow shear and accounts for the improved confingadius!*? |t makes use of ballooning formalism, taking the
sheared magnetic geometry from the EFIT equilibrium.
GRYFFIN calculates the evolution of a main ion species and

ment)
BES measurements were takentat1100—-1200 ms at

the normalized radiup=0.7 near the outer plasma mid- one or more impurity species. The electron response includes
plane. After converting relative intensity to relative density 3 nonadiabatic trapped electron contribution. Thus, transport
and correcting for sample volume effects, we estimate thef hoth energy and particles is calculated, and trapped elec-
relative density fluctuation level, to b@/n|<0.4%. The tron modes and impurity drift waves are included along with
spectrum as a function of frequency and wavenumber i$TG modes. Although an electromagnetic version has been
shown in Fig. 5. Herek, =k, is inferred from the dominant developed®>’ the code used here is electrostatic.gAt 0.7
EX B Doppler shift,o~kyvg, since the mean frequency in drift-Alfvén coupling is slightly stabilizing, but by an
the plasma frame is small. The wave number is normalizedimount far too small to affect the experimental comparison.
to ps=cs/w.;, Wherecs=+T./m;. The peak ak, p;~0.32 A principal saturation mechanism arises from the toroidally
may shift to a somewhat higher value when corrected fomand poloidally symmetric modes, i.e., the zonal flows. Back-
sample volume. groundEX B flow shear, however, is not included.

Energy and particle fluxes obtained in a power-balance We choose a flux-tube size and number of poloidal and
analysis(using the TRANSP codéor the target radius and radial mode numbers sufficient to encompass the perpendicu-
time are given in Table I. The ion quantities include both thelar correlation lengths and resolve the mode spectrum up to
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FIG. 6. Normalized total energy transport vs time from the gyrofluid simu-
lation, flux-surface averaged: for the main igi®tted ling and impurities

(dashed lingand their surr(solid line). contribution of the impurity ions to the transport is quite

small, nearly invisible on the plot. Plots similar to Fig. 6 are
also obtained for the electron thermal flux and the particle
kyp;=1.0. The precise upper bound kf depends on the fluxes. The latter arise from the nonadiabatic effect of the
growth-rate spectrum of the ITG and impurity modes. Thetrapped electrons. Averaged in the same way, the spectrum of
code is configured to run in parallel on the TRECURIE)  the squared relative density fluctuations, normalized to
at the National Energy Research Scientific Computing Cenp?/L2,, is shown in Fig. 7 as a function &f,p; . Many other
ter (NERSQ. For our cases the number of processors is sefliagnostic quantities are available in the code output.
equal to the number of poloidal modes, typically 22, includ-
i_ng ky=0. The run we shall present represents about 16 OOR/. COMPARISON OF SIMULATION RESULTS WITH
time steps and 3.7 CPU hours on each of the 22 processoigata
We work with fixed profiles because it is the only way at
present to focus on the turbulence itself. A long-term goal, ~To compare with the measurements, we first note that the
presently beyond our capability, is to couple the simulationssimulated wavenumber spectrum of Fig. 7 is very similar in
to a transport code. Since the anomalous transport leads &hape to the BES spectrum of Fig. 5, each having a peak in
stiff systems of equations, meaning that transport fluxes var{he neighborhood okps~kyp;~0.32-0.35. (The electron
strongly with small profile changes, running a transportand ion temperatures are nearly equal at this radissm-
simulation is the only way to fully test a transport model ming over the simulated spectrum and converting from the
derived from turbulence simulations. This is a consequencaormalized units, however, we fifd,/ne~2.0%, which is
of the critical-gradient nature of ITG turbulen€&We could  substantially larger than the BES value. This is without any
partly overcome this limitation by running the turbulence flow-shear correction.
simulations at several radii. While we do not report on such  We define the particle and thermal losses to be the time
an exercise here, we offer some further comments in Sec. \Averages over the final 3/4 of the time series plotted in Fig. 6
All input and output quantities are normalized to typical and the corresponding time series for the other fluxes, i.e.,
gyrokinetic time and length scales, e.g., timeLip/vr;, K| after the initial transient. Converting to dimensional units,
to L,jel, andk, to pi’l. Here the gradient scale length is we find, for example, that the uncorrected ion energy loss by
defined byL,.=a(dn./dp) %, wherea is half the plasma thermal conduction i€Q;A=23.5=0.2 MW, where the error
diameter at the midplane, and is the normalized flux- quoted is the standard deviation of the averaged time series.
surface label. The thermal velocity and gyroradius are deThis exceeds the experimental value given in Table | by a
fined byv1i=+T;/m; andp;=v+i/w., respectively. Atypi- factor of 2.3.(We ignore neoclassical transport, which ac-
cal time plot is shown in Fig. 6. Here, we show the total counts for about 10% of ion thermal flyx.
thermal fluxes,Q;, of the deuterium and carbon ions and There is considerable evidence that the background flow
their sum, normalized tcneTipiszi/Lﬁe, as functions of shear strongly affects the turbulence levels and transport.
tvri/Lye. In this example, the impurity concentration is low, This strong effect for the neon-puffed case relative to our
and the turbulence is dominated by ordinary ITG modesreference case has been shown in a global simulation with
whose growth rate is enhanced by the trapped electrons. Thagliabatic electron$However, quantitative comparisons with
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TABLE II. Comparison of experimental and simulated particle and energy shot 98777 EXB shear frequency and growth rate
transport losses and relative density fluctuations. To account for the flow- 120
shear effect the simulated quantities in column 3 are corrected by the factor
(1— wg/ymay =0.65 and 0.86, respectively, the smaller figure being that of G 100}
the Hahm—Burrell form and the larger being that of the Waltz—Miller form. D i ||||| ||||||
The last column gives the differences between the experimental values and & g0l a) |||||||| |||||
the simulation. 2 |||||| ||||||||| |||| C)
—— : w 60} | |||||.|'
Simulation, Difference: o ]|
corrected for ETG? N
Experimental [ors 3
Particle losses (particles/$ (particles/$ (particles/$ o0l
LA 1.6X 107 233.x10° 14,1.3x10% N e TES
LA Lox10 47626107 1413107 00 01 02 03 04 05 06 07 08 09 10
Energy losses (MW) (MW) (MW) p
aiA 1.3 2.2,3.0 -0.9-1.7
QiA L5 22,30 -07-15 FIG. 8. Both forms of shear flow frequency and ITG growth rate for the
QA 12 0.7,1.0 05,02 reference shot vs the normalized radi@@:using the Hahm-Burrell formula,
QA ) 1.4 08,11 06,03 and(b) using the Waltz—Miller formula, ant) ITG growth rate. The errors
F~Iuctuat|0ns are small in the neighborhood @f=0.7 (vertical dashed line where the
[ne/ng| 0.4% 1.6%, 1.9% BES measurements are made.
kgp; of peak 0.32 0.35

convection fluxes of both species that are negligible com-
pared to the TRANSP analysis. The simulated electron ther-
the experiment were not made. Wakz al? have studied mal flux is small by approximately a factor of 2. Again, note
this question by means of numerical simulation and inferredhat the particle and electron thermal transport in the code
that the transport levels without sheared flow should be cor¢ome entirely from the trapped electron dissipatiatie will
rected by the factor (£ g/ yma), Wherewg is the shearing return to column 4 of Table Il in the next sectipn.
frequency andy,.x is the maximum linear growth rate of the
modes. This is known as the “quench rule.” For our case,V- DISCUSSION AND CONCLUSIONS
these quantities arewg=2.5x10" s™' and yma=7 The ITG modes with impurity and trapped electron ef-
X10" s*, where we use the definition abe given by  fects, as simulated by the GRYFFIN code, are clearly more
Hahm and Burrel® Waltz and Miller® propose an alterna- - than sufficient to account for the thermal transport of the ions
tive formula forwg, which in its simplest approximation is observed in the experiment at the radius chosen, and the
we=~(r/q)d(que/r)/dr and in general is a flux function. fluctuation levels are overestimated by a large factor. On the
For shaped discharges, it is smaller than the Hahm—Burrefther hand, electron thermal and particle transport are not
evaluation and for our case is given B:=9.7<10° s*.  accounted for by the simulated ITG modes. We therefore
The maximum growth rate given by the GRYFFIN code consider some of the uncertainties and additional physical
agrees with that found with an electromagnetic gyrokineticeffects that might bring the turbulence calculations into con-
code® Thus, we have (+ wg/¥mad =0.65 or 0.86, depend- formity with the experiments. We also consider whether the
ing on which evaluation of the flow shear we accept. We note&ase we have chosen is representative or is unusual in some
also that recent gyrokinetic simulations by Dirfiftindicate way.
that the required flow shear for stabilization may be as much  Ex B shearing and zonal flow®&oth forms of the flow-
as four times that of the preceding formula. We give a rangghear frequency and the maximum ITG growth rate are
of comparisons in Table II. shown as functions of radius in Fig. 8. First, the shearing rate
The transport fluxes and turbulence amplitudes, conitself is uncertain by about 20%, but at=0.7 the uncer-
verted to dimensional units and with the flow-shear factorainty is a small fraction of the quench-rule correction, since
applied, are compared with the experimental values in colthe discharge is well above marginal.
umns 2 and 3 of Table II. Applying the flow-shear factor to  Second, there is considerable uncertainty in the quench
the square of the fluctuation amplitude, we find our densityyle itself. Some of the curves in Ref. 25 show a concave
fluctuation estimate is‘,ﬁe/ne|%1.6—1.9 %, which is still rather than linear dependence of the transporbpn On the
large compared with the measurement by a factor of 4 oother hand, Hamaguchi and Horton, in a fluid slab model,
more. (Neither the simulation nor the experimental estimateobtain a convex dependence eg,*! as does Dimit4° who
includes high wave-number modes such as BTiae peak also finds a weaker dependence @p. Also, as noted ear-
at kyp;~0.35 in the simulation has not been corrected forlier, the Waltz and Millet® form of wg is a flux function that
flow shear and is likely to shift to a higher value when flow can be smaller than that of Hahm and Burfeby as much
shear is applied in the simulation rufisThus, it may track as a factor of 2.5. The point where the growth rate and the
the sample-volume-corrected measured spectrum. flow-shear rate cross is often identified with an internal trans-
We see that, with the flow-shear correction, the simulajport barrier. Judging by the profiles of Figs. 3 and 4, how-
tion yields an ion thermal conduction value that is larger tharever, such a barrier appears to be nonexistent, in the refer-
the measurement. On the other hand, it gives particle andnce discharge, indicating that one should use caution in
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applying this criterion. A case could be made for marginal Power transported vs. temperature gradient

stability aroundp=0.4, providing support for the Waltz— 4.0
Miller flow-shear frequency, but this highlights the difficulty
of explaining why the transport is not stronger npat0.7. 35¢

Third, the treatment of radial modes or zonal flows con-
tinues to be a subject of some controversy, with GLF codes
yielding lower zonal flows and higher turbulent transport g
than the gyrokinetic codés.It is possible that an improved S 297
treatment of zonal flow in GRYFFIN could improve the o
agreement. We are also investigating this hypothesis with the
GS2 gyrokinetic codé:??**We have so far found that these
effects are insufficient to explain the discrepancy between
the simulation and the data for the reference case and other 10l
similar cases in DIII-D and Alcator C-Mot-*'Finally, there

30}

20}

15¢

is the possibility that the effects of flow shear could alter the 05|

wave-number spectrum in a way that affects our interpreta-

tion of the BES measurement. In particular, initial tests with 0.0 . . . . .

flow shear included in GRYFFIM suggest greatly broad- 3.0 4.0 5.0 6.0 7.0 8.0 9.0
ened radial wave-number spectra. These might be filtered by R/Ls;i

the finite sgmple VOIume’ yualcjmg a lower eXpe”m(:“njtalFIG.9. Total energy flux through surfacemt 0.7 vs temperature gradient,
value than is reported in the simulation. As noted earliershowing the experimental valugarge diamonyiand simulated valueg)

these calculations present some difficulties and are not yatith no EXB correction, and with the shear flow correction usity the
ready for presentation. Waltz—Miller formula and(c) the Hahm-Burrell formula.
Profile uncertaintiesWe have shown in separate wétk

that uncertainties in the local input gradients can have a . o o )
strong effect on the simulation results. In particular, in plas-dUires raising it somewnhere else to maintain global consis-

mas withZe;>2 variations in the impurity density gradient €N¢Y. Because the experimental transport fluxes and the
within the estimated error bars can change the fluxes sutf£0de input parameters vary slowly with radius, the problem
stantially. This comes about mainly through the dilution ef-Will reappear at some other radius. Finally, we note in Fig. 7
fect. That is, the background ion density gradiémit mea- that the flow-shear parameter passes through zero mear
sured independently must change to maintain charge =0.8 but no great differences in the transport are seen there.

neutrality. This change in the main ion gradient with neon\é\/?v'hgvflvfound IS”(;“'aJ‘] r;asultsf for al'j;gfgfu\']n Alcalltct)r
puffing is likely to be the initiating event that leads to im- od. Y& conclude thal, as far as simuiations

. - are concerned, the results presented here are representative
proved confinement® In the reference case considered b P

here, howeverZ ~1.5, and the impurity effect is small. of the outer radii of botfL. andH modes.

Our experience with these studies indicates that the transpart ETG modesiVe might adjust t.h c prof|.les, €.g., Increas-
. : : Ing the electron temperature gradient to fit the electron ther-
fluxes and the fluctuation levels tend to vary in proportion to

. ) . mal transport, but the preceding discussion applies here as
one another as the profile gradients are varied. Thus, by Fhﬁ/ell. We nrwJay also assulrane that gther effects, supcph as electron
gemperature—gradier(ETG) modes can account for some of
it. There is evidence from theory and computer sé]rg#lations
. L that ETG modes play a role in anomalous transpott.A
transport might b? acco_unted fqr by the uncertainty n th lausible speculation is given in Table Il. Column 4 lists the
temperature gradient. Figure 4 illustrates the scatter in th ifference between the measured values, column 2, and those
data points. If, at this time and radius, the temperature profiI%f our simulation, column 3. ETG modes could account for
is flatter than we have assumed, then reducing our input grage gifference in the electron thermal transport. Until an ETG
dient might be helpful. Figure 9 shows the ion energy flux,gjmyiation is run for this particular case we cannot directly
both with and without the flow-shear corrections as a funCyeg; this idea. To the extent that the ions are approximately
tion of ion temperature gradient. With the Hahm_Burre”adiabatic, ETG modes are not expected to drive much par-
flow shear, we see that reducing the temperature gradient Ri|e ransport. Trapped electron modes with wave numbers
20%, fromR/L+=8.7 to 7.2 achieves agreement. One mustyetyeen the ITG and the ETG ranges could play a role in
be cautious, however, in accepting this as an explanatioggth particle and electron thermal transport.
because of the preceding discussion of flow shear and be- prqfile variations orp* dependenceThe present calcu-
cause the Simulated f|uctuati0n |eVe|S remain too h|gh TQationS are performed in a ﬂux tube W|th fixed p|asma gradi-
correct both the fluctuation levels and the transport fluxesents. Thus, profile variations or finite* effects, where* is
we would require first a fourfold decreaserip/n, and then  the ratio of the gyroradius to a macroscopic length, cannot be
an adjustment of the phase between the fluctuating temperaddressed here. That is, by definition the results exhibit gyro-
ture and electric field that actually enhances the fluxes. Bohm scaling. Studies with full-radius gyro-kinetic particle
We also note that flattening the profile at one radius recodes®?3® and with a finite-annulus Eulerian gyrokinetic

inconsistency of turbulence levels relative to the transport.
The discrepancy with the experimental ion thermal
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codé have shown departures from gyro-Bohm in the direc- °. H. Burrell, Phys. Plasmas, 1499(1997).
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