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Abstract—A model for fast simulation of a radio-frequency capacitively coupled discharge in the pressure range of a few torr and higher has been developed. The semi-analytical description of the nonlocal ionization by secondary (γ) electrons allows us to evaluate the discharge parameters in detail even when the local approach for γ electrons is not valid. We focused on the effect of steep increase of the plasma density at the central part of the discharge, at the transition from α to γ regime. The present study demonstrates that in the γ regime the plasma density at the discharge center is proportional to the spatial scale of ionization decay by γ electrons inside the plasma region. We have investigated the electron energy distribution function of γ electrons both analytically and numerically. As a result, the analytical formulas for the spatial scales of ionization decay by γ electrons were found in limiting cases.

Index Terms—Nonlocal ionization by secondary electrons, radio frequency capacitively coupled discharge.

I. INTRODUCTION

S T E A D Y interest in radio-frequency capacitively coupled (RFC) discharges has existed for a long time due to the application of these discharges in plasma processing, laser technology, analytical chemistry, etc.

RFC discharges at intermediate pressures were investigated at length (see, for instance, [1]). It is known that at high voltages, ionization by γ electrons exceeds the ionization by electrons generated in the plasma. Moreover, a steep increase of the plasma density at the central part of the discharge occurs with increasing voltage. In [2] it was supposed that the reason of that increase is the nonlocality of γ electrons. However, the influence of nonlocality of secondary electrons on the plasma density growth in RFC discharges has never been investigated numerically. This paper is devoted to a numerical investigation of this effect.

Modeling of RFC discharges have commonly been performed in two ways, namely—by solving the ion continuity equation with 1) the ionization calculated by use of the Monte Carlo collisions (MCC) technique for electrons see, e.g., [3], and 2) by utilizing the Townsend approximation for ionization [1]. MCC collision techniques are very computationally intensive. This disadvantage creates a substantial barrier for the investigation of plasma profiles, since the smallest time scale involved in the computation (γ electrons pass through the sheath region in $10^{-6}$s is $10^{6}$ times less than the time evolution of the plasma profile associated with ion diffusion through the bulk plasma ($10^{-3}$s$^{-1}$). The Townsend approximation is based on the assumption that the ionization frequency can be parameterized only by the value of the local electric field. As it was pointed out in paper [13], the sheath width in the γ regime of dc and RFC discharges automatically shrinks to a small value which is comparable with the relaxation length of γ electrons even at high pressures. This implies that such an approximation is not valid for any discharge pressure.

The goal of the present paper is to generalize the Townsend approximation to include nonlocal effects (dependence on nonlocal electric field) by simple approximate formulae.

To do so we shall introduce a number of approximations, most of them are justified by corresponding small parameters, and some are justified by comparison with results of MCC calculations. The accuracy of the approximation for nonlocal ionization is in the range of 30–50% , but these approximations lead to a giant speed up of calculations, compared with MCC methods, which are caused by a factor of $10^6$ difference in time scales.

The procedure of calculation is described in Section II. Section III contains the results of modeling and their comparison to the experimental data [1]. We have shown that the variation of the spatial scale of the decay of ionization induced by γ electrons causes a strong variation of the plasma density profile at the discharge center. An explanation of this phenomenon is given in Section IV. The analytical solution for the electron energy distribution function of γ electrons is presented in Section V. By comparison of the analytical
formula with MCC numerical results the analytical expression for nonlocal ionization is verified. The last section contains the conclusions.

II. THE FULL SELF-CONSISTENT SYSTEM OF EQUATIONS FOR FAST MODELING OF AN RFC DISCHARGE AT INTERMEDIATE PRESSURES

We performed self consistent calculations of RFC discharges over a wide range of pressures, and power densities according to the fast modeling techniques, developed in [5] and [6].

The choice of the numerical techniques we used is stipulated by several reasons. First of all, fast modeling techniques allowed us to investigate a wide range of controlled variables. Second, we were able to single out important physical processes, responsible for plasma profile formation. As discussed above the disparities in time and space scales are serious barriers to physical investigation by “brute force” approaches. For example, the typical time for an ion to pass through the sheath is about $10^{-6}$ s, whereas bulk profiles evolve for $10^{-3}$ s. It implies the necessity of at least 1000 iterations to reach steady state. Without eliminating electron time scales this problem requires tremendous computational efforts. Since our focus was to study mechanisms responsible for the abrupt increase of the plasma central density during α-γ transition, we ultimately needed to utilize fast modeling techniques (FMT).

However, a number of initial assumptions are necessary to validate FMT. The approximations have been discussed in detail in [5] and [6], and we reproduce them briefly below.

The discharge is separated into a plasma and a sheath region. During the plasma phase bulk electrons are present in the sheath, during the phase of ionic space charge, the electron density of bulk electrons is nearly zero; the net positive charge generates a high electric field. The width of the transition region between the two phases is of the order of the Debye radius and is treated as infinitely thin, based on the assumption that $U \gg T_e/c$, where $U$ is the discharge voltage, $T_e$ is the electron temperature.

The electric field in different regions is calculated separately. In the plasma the time averaged field corresponds to the absence of any dc electron current and leads to ambipolar plasma diffusion. The time dependent RF electric field can be found from the law of current conservation

$$j = j_i + j_t + j_d = \sigma_e E + \sigma_i E + (1/4\pi)(\partial E/\partial t).$$  \hspace{1cm} (1)

In the plasma the displacement current $j_d$ and the ion current $j_i$ are negligible in comparison with the electron current $j_e$, assuming

$$\sigma_i \ll \omega/(4\pi) \ll \sigma_e$$  \hspace{1cm} (2)

where $\sigma_i$, $\sigma_e$ are the ion and electron conductivity, respectively, and $\omega$ is the discharge frequency.

In the ionic space charge region, where and when electrons are not present spatially and temporally, $j = j_d$. We consider a current density $j = j_0 \sin(\omega t)$ as an external parameter instead of the typically used voltage. Integrating current conservation with zero electric field at the edge of the ionic space charge (ISC), the electric field reads

$$E_{ISC}(x, t) = \frac{4\pi j_0}{\omega} [\cos(\omega t) + \cos(Z)]$$  \hspace{1cm} (3)

where $Z = Z(x)$ is the inverse function of $\pi(Z)$—the edge position of the ionic space charge at the RF field phase $Z = \omega t$. “−” corresponds to the left sheath, “+” to the right sheath. The function $Z(x)$ can be found by substituting the electric field (3) into the Poisson equation: $\sin(Z)(dZ/dx) = e(\omega/j_0)n(x)$. $Z = 0$ at the plasma sheath boundary, $Z = \pm \pi$ at the discharge surface.

The density profile is to be found from the ion continuity equation. We assume that the ion response time on variation of the electric field in the sheath is large compared with the discharge current period, so that the ion profile is quasi-stationary. This assumption is restricted by the left condition (2), and is not valid for very high currents.

The ion continuity equation averaged over the RF period can be used [5], [6]

$$\frac{d}{dx}(\langle I \rangle) = \langle j \rangle$$  \hspace{1cm} (4)

where $\langle I \rangle$ is time-averaged ion flux, and $\langle j \rangle$ is time averaged ionization rate. Under the conditions that half of the discharge gap $L$ and the sheath thickness $L_{sh}$ exceed the ion mean free paths, ion motion can be described by the drift-diffusion approximation

$$\langle j \rangle = \nu_i \langle E_{ISC} \rangle n = D_{amb} \left(1 - \frac{Z}{\pi}\right) \frac{dn}{dx}.$$  \hspace{1cm} (5)

$D_{amb} = -\mu_i T_e/c$ is the ambipolar diffusion coefficient. The boundary conditions are $dn/dx|_{z=0} = 0$ at the plasma center, and $d(\langle I \rangle)/dx|_{z=L} = 0$.

The ionization rate is traditionally separated into two parts $\langle I_n \rangle + \langle I_e \rangle$, where $\langle I_n \rangle$, $\langle I_e \rangle$ represent ionization, averaged over the RF period, by plasma bulk electrons and high energy electrons, created by secondary electron emission at the walls and accelerated in high electric fields in ISC regions.

In the considered pressure range, the following inequalities are valid $\omega \ll \nu_e \ll \nu_i$, where $\omega$ is the discharge frequency, $\nu_e$ is the excitation frequency, and $\nu_i$ is the elastic collision frequency; $L_{sh}$ exceeds ion and the electron mean free paths, and electron energy relaxation length $\lambda_e \ll L_{sh}, L$. Under these assumptions, the electron distribution function (EDF) depends only on the instantaneous local electric field.

So, we can use the Townsend approximation to find the ionization rate instead of solving the electron kinetic equation [1]. The Townsend approximation for $\alpha$ ionization can be written as

$$I_\alpha(x, t) = \alpha(x, t) \Gamma_e(x, t)$$  \hspace{1cm} (6)

where $\alpha$ is an experimentally or numerically obtained function which is defined by gas properties, $e$ is the electron flux, and the electric field $E_{pl}$ is given by (1), which in the plasma simplifies to $j_0 \sin(\omega t) = \sigma_e E_{pl}$; in a given pressure range the main part (body) of the EDF is quasi-stationary ($\omega > 2m/Me$)
so that the conductivity does not depend on time [7]. The ionization by gamma electrons is governed by the flux of gamma electrons \( I_e(x, t) = \alpha(f_{ISC}(x, t)) \Gamma(L)(1 + \cos(\omega t)) \)
\[ \cdot \exp \left[ \int_0^L \alpha(f_{ISC}(x', t)) dx' \right] \] (6)
where \( \gamma \) is the coefficient of secondary ion-electron emission, the coefficient \( \alpha \) is a function of the electric field of the ionic space charge (3). Equation (6) utilizes a local approximation for electrons. The typical relaxation length of high energy electrons (\( e \sim 100 \) eV) is several inelastic mean free paths and is much larger than the relaxation length of the EDF tail of \( \alpha \) electrons which is one mean free path, so that the local approximation may be valid for \( \alpha \) electrons and not valid for \( \gamma \) electrons. As we shall see, nonlocal effects invoke a number of physical phenomena. We shall discuss these phenomena in Section IV.

Under the conditions used for the calculations, the neutral gas heating results in an increase of the neutral gas temperature \( T(x) \) and leads to an inhomogeneous neutral gas density. Since the gas pressure is uniform \( kN_0(x)T(x) = p = \text{const} \), it must be accounted for in the calculations of ionization and mobilities. The neutral gas temperature is to be found from the heat conductivity equation
\[ \frac{d}{dx} \lambda(T) \frac{dT}{dx} + \langle E_{\text{pl}} \rangle = 0 \] (7)
where \( \langle E_{\text{pl}} \rangle \) is the time-averaged Ohmic heating in the plasma phase, \( \lambda(T) = \lambda_0 \sqrt{T/T_0} \), \( \lambda_0 \) is the thermal conductivity at room temperature \( T_0 = 300 \text{K} \). The boundary conditions are \( T(L) = T_0, \frac{dT}{dx} \bigg|_{x=0} = 0 \) (it was assumed that the electrodes are cooled effectively).

Thus, the system of equations is complete. It consists of time-averaged ion continuity (4), Poisson equation for \( Z(x) \) and heat conductivity (7). Time-averaging of the ionization rate was performed numerically. The system of equations is highly nonlinear, so that it was solved by iterations (as steady state of a time dependent problem, similar to [8]).

This set of equations was solved extensively in [9] for an investigation of current-voltage characteristics of RFC discharges in a number of inert gases at higher pressures \( \sim 100 \text{ torr} \).

### III. RESULTS OF MODELING AND COMPARISON WITH EXPERIMENTAL DATA

The experimental data for comparison with our simulation results were taken from [4] where extensive investigation of plasma parameters of RFC discharges was performed. The discharge parameters are: frequency \( \omega = 13.56 \times 2\pi \) MHz, half of the gap \( L = 3.35 \) cm, argon pressure \( p = 3 \) torr. The constants which were used for the calculations are: electron mobility \( \mu_e = 0.43 \times 10^2 \text{ m}^2/\text{N}s \) (at 1 torr), gas heat conductivity \( \lambda_0 = 10^4 \text{ W}/(\text{cm K}) \), \( T_0 = 300 \text{K} \).

For discharges in helium and argon, the Townsend coefficient is typically approximated in the form
\[ \alpha = \frac{C_p T_0}{T} \exp \left( -\sqrt{G^2 + \frac{T_0}{|E|}} \right) \]
where \( C, G \) are constants [1]. In the given form the approximation of the Townsend ionization coefficient is appropriate at high \( (E/p) \) ratio. However, we found that this approximation fails at low \( E/N_0 \), and is invalid for the description of ionization at the discharge center, where the electric field is low. So, the electron Boltzmann kinetic equation [7] was solved for a series of \( E/N_0 \) values to obtain \( \alpha \). The results of the calculations are shown in Fig. 1(a). The dependency of the ion mobility on \( E/p \) was taken from [7] [see Fig. 1(b)], and the coefficient of secondary ion-electron emission was assumed to be equal to 0.1.
In Fig. 2, the resulting plasma density at the discharge center, power density, and discharge voltage are presented in comparison with the experimental data. The various series of calculations were performed: 1) without taking into consideration neutral gas heating and $\gamma$ ionization, 2) with taking into consideration neutral gas heating (the corresponding results in Fig. 2 are marked by “T”), and 3) accounting for $\gamma$ ionization and neutral gas heating (the corresponding results are marked by “TG”). The power density is a sum of power deposited in electrons and ions $\int_0^L \left( j_e E + j_i E \right) dx$.

We can see that simulation results are consistent with experimental data when gas heating and $\gamma$ ionization are accounted for. Discrepancies in the discharge voltage exist at low currents below 1 mA/cm$^2$ and in the central plasma density at large currents. The possible cause for a higher calculated voltage than the experimental one is the stepwise ionization of metastable atoms which was not incorporated in the model. Inclusion of ionization of metastable atoms into the model is rather cumbersome, since it requires recalculation of the Townsend coefficient. The electron excitation and ionization of metastables influence EDF [11], so that a correct model for the Townsend coefficient should include dependence on the metastable atom density as well. The contribution of the metastable atoms to the ionization is negligible at higher current densities [12].

The second disagreement is associated with the inadequate description of $\gamma$ ionization. The results of the calculations do not show any steep increase of plasma density growth at the discharge center at high voltages unlike the experimental data [see Fig. 3(a)]. The reason for such an increase is the nonlocality of ionization by $\gamma$ electrons [2]. The $\gamma$ ionization exceeds the ionization by the electrons generated in the plasma
phase in the sheath at high current densities. If ionization by $\gamma$ electrons is spread into the plasma region it leads to a steep increase of ionization near the plasma-sheath boundary. Consequently, the plasma density at the discharge center increases too. To check this fact, calculations were performed with a spread $\gamma$ ionization. Spreading was performed according to

$$I_{\text{nonlocal}}(x) = \int_0^L I_{\gamma}(y) \exp\left(-\frac{(y-x)}{k\lambda_\gamma}\right) dy/k\lambda_\gamma$$  \hspace{1cm} (8)$$

where $\lambda_\gamma$ is the mean free path of $\gamma$ electrons for ionization at energy 40 eV, $k$ is some constant determining the depth of spreading. Calculations were performed for $k = 1, 3$. Equation (8) is a very simplified method to account for nonlocality. There are two reasons for its utilization. It gives results very close to MCC simulation results, and it is the most simple way of calculation. A similar estimate was proposed in [4]. We have postponed the detailed discussion until Section V.

The resulting plasma density at the discharge center is shown in Fig. 3(a) as a function of the current density. The sheath thickness is presented in Fig. 3(b). The data corresponding to $k = 1, 3$ are represented by curves marked by “S1,” “S3,” respectively. The discharge voltage varied insignificantly, that is why no data are shown.

The results of the calculations demonstrate that taking into account the nonlocality of $\gamma$ electrons causes a dramatic increase of plasma density. Qualitatively, the more the spreading of $\gamma$ ionization, the higher is the plasma density.

In Fig. 4 the profiles of (a) plasma density, (b) ionization, and (c) neutral gas temperature are shown for $k = 1, 3$ and $k = 0$, (i.e., without accounting for nonlocality) at $j_0 = 20$ mA/cm$^2$, and for $k = 0$ at $j_0 = 2$ mA/cm$^2$. The ion density profile is nonmonotonic for the case in which nonlocality at high currents was not accounted for (for instance, see Fig. 4(a), $j_0 = 20$ mA/cm$^2$). This is connected to the fact that at high voltages the ion ionization rate has a sharp maximum inside the sheath. When nonlocality of $\gamma$ ionization is accounted for, the maximum of the ion source moves inside and the ion flux does not grow inside the sheath. As a result, the ion density peak disappears.

The nonlocality of ionization leads to a significant ion density growth in the plasma in the $\gamma$ regime. Consequently, the electric field diminishes (it is inversely proportional to density) decreasing the gas heating and the temperature.

IV. INFLUENCE OF NONLOCAL IONIZATION PROFILES ON PLASMA DENSITY IN THE DISCHARGE BULK

The influence of nonlocal ionization profiles on the plasma density in the discharge bulk can be estimated analytically. Consider (4) in the plasma region at $|x| < L_p$

$$-\frac{d}{dx}D_{amn}\frac{dn}{dx} = \sum\langle I_\alpha \rangle + \langle I_\beta \rangle.$$  \hspace{1cm} (9)$$

The boundary condition for (8) at the sheath can be written as a generalized Bohm criterion [6] $-D_{amn}(d\phi/dx) = V(\delta)n$, where $\delta$ is of the order of the Debye radius and has to satisfy equation $V(\delta) = D$ by definition [6], $V(x)$ is the ion velocity in the sheath. This boundary condition corresponds to the transition from the diffusion-dominated flux to the convective-dominated flux in the sheath.

At high current densities the $\gamma$ ionization considerably (by several orders of magnitudes) prevails over the ionization by plasma electrons; see Fig. 4(b). When the nonlocality of
Fig. 5. The $\gamma$ ionization profiles at $j_0 = 20$ mA/cm$^2$, which were calculated by use of Monte-Carlo technique (the corresponding curve is marked by “MC”) and by fast modeling for $k = 1, 3$, are shown jointly.

$\gamma$ electrons is accounted for, the ion flux at $|x| < L_p$ is controlled by $\gamma$ ionization, even in the plasma bulk outside of the sheath. From (9) we can estimate the nonlocal ionization at $|x| < L_p$ as $I_0 \exp(-|x| + L_p)/(k\lambda_\gamma)$, where $I_0 = \int_{L_p}^{0} I_0(x) \exp(-x - L_p)/(k\lambda_\gamma) dx/(k\lambda_\gamma)$, and “-“ corresponds to the right part of the discharge, “+“ to the left one. Integration of (9) with boundary condition at $y$ yields the following value of the plasma density at the discharge center

$$n(0) = I_0 k\lambda_\gamma (\delta + (k\lambda_\gamma))/D_{amb}.$$  

Equation (9) gives the central density $n(0)$ as a function of $k\lambda_\gamma$. From the expression for $I_0$ it follows that $I_0 k\lambda_\gamma$ is constant (on $k\lambda_\gamma$) if $k\lambda_\gamma \gg L - L_p = L_{sh}$, and $I_0$ is constant (on $k\lambda_\gamma$) if $k\lambda_\gamma \ll L_{sh}$. In our case $k\lambda_\gamma \gg \delta$, and the plasma density at the discharge center is proportional to the spatial scale of the spreading $n(0) \sim k\lambda_\gamma$ for $k\lambda_\gamma \gg L_{sh}$ but $n(0) \sim (k\lambda_\gamma)^2$ for $k\lambda_\gamma \ll L_{sh}$. It is seen from Fig. 4(a) that an increase of the spatial scale of the spreading by a factor of 3 ($k\lambda_\gamma \sim L_{sh}$) results in an increased central plasma density by approximately a factor of three as well.

V. STUDY OF SPATIAL PROFILES OF NONLOCAL IONIZATION, PRODUCED BY GAMMA ELECTRONS

At the $\alpha-\gamma$ transition, the sheath thickness automatically shrinks to a length of several mean free paths of gamma electrons [10]; see Fig. 3(b). This implies that the ionization in the $\gamma$ regime is essentially nonlocal for any pressure and the local approximation fails even at very high pressures.

To verify our simplified model for the ionization rate (8) we performed a calculation of the $\gamma$ ionization rate by the use of MCC technique. The calculation was performed for a given electric field obtained in a self-consistent fast modeling simulation. The $\gamma$ ionization rate profiles are shown in Fig. 5. It is seen that at $0 < x < 0.7$ cm the real form of the $\gamma$ ionization profile from the MCC calculation is very close to the model profile (8) with $k = 1$. The typical relaxation length of ionization $\lambda$ (the length after which ionization drops by a factor of $e$ inside the plasma) depends on the energy of the electrons, as can be seen in Fig. 5. If the energy of secondary electrons at the cathode is artificially increased up to 200 eV, the characteristic decay length of ionization is increased approximately by a factor of three.

The electron Boltzmann equation has to be solved in order to investigate the dependence of $k\lambda_\gamma$ on electron energy. We focus on the study of the decay of ionization inside the low field plasma. We assume that the energetic electrons are injected at $x = 0$ (plasma-sheath boundary) with a flux distribution $\Gamma(x)$. This corresponds to the negative glow region of rf and dc discharges. The secondary electrons lose their energy in inelastic (excitation and ionization) collisions and propagate inside the discharge. For the investigation of $\gamma$ electron decay in a plasma, we neglect their backward losses to the wall, since the large sheath potential traps electrons. If the energy of the $\gamma$ electron is much higher than the ionization threshold, the inelastic collision integral can be simplified

$$Sf(f) = \sum_k \nu_k (\varepsilon + \varepsilon_k) f(\varepsilon + \varepsilon_k) - \nu_k (\varepsilon) f(\varepsilon),$$

$$\approx \frac{\partial}{\partial \varepsilon}(V_\varepsilon f(\varepsilon)), \quad V_\varepsilon \equiv \sum_k \varepsilon \nu_k (\varepsilon).$$  

For light gases like hydrogen the elastic scattering cross-section is comparable with the inelastic one. This assumption enables the authors of [13] to assume that the beam of $\gamma$ electrons propagates without scattering. Energetic electrons generate progeny electrons with lower energies [14]. So secondary electrons are not capable of further ionization and can be excluded from consideration. Thus, the kinetic equation for the $\gamma$ electrons in light gases (H, He) reads

$$v_\varepsilon \frac{\partial f}{\partial x} - \frac{\partial V_\varepsilon f}{\partial \varepsilon} = \Gamma(x) \delta(x), \quad v_\varepsilon = \sqrt{2e/m}.  \tag{11}$$

Equation (11) can be easily integrated along characteristics

$$x = \int_{0}^{\varepsilon_0} \frac{V_\varepsilon}{V_\varepsilon} d\varepsilon, \quad f(x, \varepsilon) = \frac{\Gamma(\varepsilon_0)}{v_\varepsilon(\varepsilon_0)}.$$  

The characteristic scale of beam energy and ionization decay is $k\lambda_\gamma \sim \varepsilon_0 V_\varepsilon$. If we determine the cost of ionization as $\varepsilon_0 \sim V_\varepsilon/\Gamma(\varepsilon)$, then $k\lambda_\gamma \sim \lambda_\ell (\varepsilon_0/\varepsilon_\ell)$ is the electron mean free path for ionization multiplied by a ratio of the beam energy to the cost of ionization.

In cases where atoms have a large number of electrons in the electron shell ($Z_{el}$), the elastic collision frequency is larger than the inelastic one (their ratio scales as $Z_{el}$ at high energies [13]). Under these conditions one can try to assume that the EDF is close to isotropic, due to fast pitch-angle scattering. In this case, the kinetic equation reads

$$-D_\varepsilon \frac{\partial^2 f}{\partial \varepsilon^2} + \frac{\partial V_\varepsilon f}{\partial \varepsilon} = \Gamma(\varepsilon) \delta(x)  \tag{12}$$

where the total density of $\gamma$ electrons $n_\gamma = \int f d\varepsilon$. If $V_\varepsilon$ can be set to a constant, (12) can be easily solved by Laplace transformation. But the solution can be found by analogy with the nonstationary diffusion problem: if we change variable energy to “time” $\varepsilon_{\text{max}} \sim \varepsilon \to t$, where $\varepsilon_{\text{max}}$ is the maximum...
energy of the injected electrons, we see that (12) is a diffusion problem in time with well-studied solutions.

First we analyze the case when a mono-energetic beam of electrons is injected: \( \Gamma(\varepsilon) = \Gamma_0 \delta(\varepsilon_{\text{max}} - \varepsilon) \), where \( \Gamma_0 \) is the total flux of gamma electrons. The solution of (12) is

\[
f(\varepsilon, x) = \frac{\Gamma_0 \exp\left(-\frac{V_\varepsilon x^2}{4D_\varepsilon (\varepsilon_{\text{max}} - \varepsilon)}\right)}{2\sqrt{\pi V_\varepsilon D_\varepsilon (\varepsilon_{\text{max}} - \varepsilon)}}.
\]  

(13)

Normalizing \( x \) with \( 2\sqrt{D_\varepsilon \varepsilon_{\text{max}}/V_\varepsilon} \), one can see that at \( x > 1 \) the EDF decreases rapidly as \( \exp(-x^2) \). The ionization produced by \( \gamma \) electrons is given by \( I(\varepsilon) = \int \nu \gamma f(\varepsilon) \, d\varepsilon \). For our approximation of constant collision frequency, the ionization rate is simply proportional to the integral over \( f \), the density of gamma electrons. Integrating function (13), one can find that the ionization profile is well described by a function

\[
G(x) = \frac{2 \exp(-x^2)}{x^2 + 1}.
\]

As we can see the ionization decay is much faster than exponential with a typical scale \( 2\sqrt{D_\varepsilon \varepsilon_{\text{max}}/V_\varepsilon} \equiv 2\sqrt{D_\varepsilon \varepsilon_{\text{max}}/\nu \gamma \varepsilon_{\text{c}}} \). A similar estimate was found in [2]. In case of a uniform flux of \( \gamma \) electrons the EDF is

\[
f(\varepsilon, x) = \int_{\varepsilon}^{1} \exp[-x^2/(1-\varepsilon)]/\sqrt{(1-\varepsilon)} \, d\varepsilon
\]

and the ionization rate decreases very rapidly in a manner similar to the previous case as \( G(x) = \exp(-x^2)/(x^2 + 1) \). So in both cases a Gaussian drop of ionization should be expected.

The generalization of the solution (13) is possible for arbitrary functions \( V_\varepsilon, D_\varepsilon \) of energy

\[
f(\varepsilon, x) = \frac{1}{2V_\varepsilon \sqrt{t_{\text{eff}}}} \Gamma_0 \exp\left(-x^2/4t_{\text{eff}}\right)
\]

where

\[
t_{\text{eff}} = \int_{\varepsilon}^{\varepsilon_{\text{max}}} \frac{D_\varepsilon(\varepsilon)}{V_\varepsilon(\varepsilon)} \, d\varepsilon.
\]  

(14)

We performed the Monte Carlo simulation for comparison with the analytical formula, the cross-section set being taken from [12]. An electron beam with initial energy of 200 eV was injected into the argon gas at a pressure of 3 torr. The EDF of the electron beam becomes close to isotropic after passing a distance of the order of several mean free paths (which is about 0.1 mm) as can be seen from Fig. 6. The distribution functions and ionization profiles are shown in Figs. 6 and 7, respectively. One can see that the ionization profile is close to Gaussian with a scale of 2.4 mm. The estimate of the relaxation length at energy 100 eV, \( 2\sqrt{D_\varepsilon \varepsilon_{\text{max}}/V_\varepsilon} \) is 2.2 mm. When calculating the relaxation length, one needs to account for the anisotropic form of the elastic scattering cross sections for a correct estimation of the diffusion coefficient.

The EDF’s calculated by MCC as a function of energy are compared with the analytical estimate (14) in Fig. 8. One can see reasonable agreement in EDF’s too. At lower energies (\( \varepsilon < 40 \) eV) the MCC EDF is much larger due to the contribution of progeny electrons not included in the analytical model.

VI. CONCLUSIONS

The model considered for fast simulation of a radio-frequency capacitively coupled discharge at intermediate pressures allows us to evaluate the discharge parameters in detail even when the local approach for \( \gamma \) electrons is not valid. It was shown that the non locality of \( \gamma \) electrons is the reason for the steep increase of the central plasma density in the \( \gamma \) regime.

The present study demonstrates that in the \( \gamma \) regime the central plasma density at the discharge center is proportional to the spatial scale of nonlocality.

To estimate this spatial scale the electron Boltzmann kinetic equation was solved analytically. The analytical results are consistent with ionization profiles and EDF’s calculated by the use of MCC.
The good agreement should encourage the further investigation of EDF relaxation in more complicated situations.
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