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Negative ion density fronts *
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Negative ions tend to stratify in electronegative plasmas with hot electrons~electron temperatureTe

much larger than ion temperatureTi , Te@Ti). The boundary separating a plasma containing
negative ions, and a plasma without negative ions, is usually thin so that the negative ion density
falls rapidly to zero—forming a negative ion density front. Theoretical, experimental, and numerical
results giving the spatio-temporal evolution of negative ion density fronts during plasma ignition,
the steady state, and extinction~afterglow! are reviewed. During plasma ignition, negative ion fronts
are the result of the break of smooth plasma density profiles during nonlinear convection. In a
steady-state plasma, the fronts are boundary layers with steepening of ion density profiles due to
nonlinear convection also. But during plasma extinction, the ion fronts are of a completely different
nature. Negative ions diffuse freely in the plasma core~no convection!, whereas the negative ion
front propagates towards the chamber walls with a nearly constant velocity. The concept of fronts
turns out to be very effective in the analysis of plasma density profile evolution in strongly
nonisothermal plasmas. ©2001 American Institute of Physics.@DOI: 10.1063/1.1343088#
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I. INTRODUCTION

Negative ions are readily formed in plasmas contain
halogen gases and elements of the oxygen group of the
riodic table. Historically, processes in electronegative~EN!
plasmas have attracted considerable attention in conne
with problems of atmospheric electricity. Interest in EN pla
mas has been expanded recently due to widespread app
tions in materials processing. As a rule, the plasmas use
these processes, are strongly electronegative—i.e., the n
tive ion density is large compared to the electron dens
Some specific application areas include semicondu
manufacturing,1 use of negative ions to eliminate notching2

negative ion sources,3 and the ionospheric D-layer.4 The
theory of plasma transport in electronegative gases can
transferred to processes in dusty plasmas,5 which play im-
portant roles in modern ecology and plasma technolo
Dust particles in plasmas are typically negatively charg
and can be considered as large negative ions.

The plasmas used in technological applications are
ated by continuous wave~cw! or pulsed discharges. Pulse
EN plasmas~in which the power is turned on and off with
predetermined period and duty cycle! have been shown to
offer important advantages compared to their cw coun
parts. Properties of deposited films can be altered,6 and etch
and deposition rate can be maintained despite the lower
erage power.7 Recently, it has been recognized that puls
plasmas may also ameliorate anomalous etch profiles~e.g.,
notching! and other forms of charge damage that occur
conventional cw discharges.2 The ratio of chemical specie
present in the plasma can be varied, e.g., production of n

*Paper UI2 5, Bull. Am. Phys. Soc.45, 292 ~2000!.
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tive ions can be increased in pulsed negative ion sou
compared to conventional cw discharges.3

Negative ions are difficult to extract from cw plasma
because the ambipolar electrostatic field arises to counte
electron diffusion in plasmas, and as a result negative i
are trapped in this field. When power is turned off in t
afterglow, electrons disappear rapidly because of diffusion
the walls and attachment to gas molecules. Late in the a
glow, the electron density and temperature are too low
any significant electrostatic fields to exist, and a transit
occurs from an electron-dominated plasma to a positive io
negative ion~ion–ion! plasma.8–10 After that time, it is pos-
sible to extract negative ions from the plasma. Numero
applications call for a fundamental study of nonstationa
EN plasmas.

We focus on collisional plasma transport where the
mean free path is smaller than the plasma chamber dim
sions. The study of collisional plasmas with negative io
has a long history. Nevertheless, the theoretical underst
ing of their behavior lags behind the progress in applicatio
of electronegative gases and the needs of technology.
reason for this consists in complex self-consistent chara
of the multispecies plasma transport. The generation, mu
conversion, and removal of the charged particles are de
mined by complicated sequences of plasma-chemical r
tions, which are not well understood in many cases. T
fluxes of ions and electrons are controlled by diffusion a
drift in the self-consistent electric fields. It is widely know
that even neutral gases with a combination of chemical
netics and diffusion results in development of surprising a
complicated synergetic phenomena of self-organization.11 In
plasmas the transport of charged particles is controlled
only by diffusion, but also by the self-consistent elect
fields. It follows that the form of the spatial profiles o
charged particles densities becomes far more diverse. Ev
0 © 2001 American Institute of Physics
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2541Phys. Plasmas, Vol. 8, No. 5, May 2001 Negative ion density fronts
simple classification of possible regimes turns out to be n
trivial.

The transport equations for a quasineutral plasma are
too complicated and allow comparatively simple numeri
solutions. On the other hand, many input parameters de
mine the plasma profiles; and as a result any single calc
tion for a given set of the plasma chemical rates is not
instructive or predictive for other input parameters. In ord
to formulate scaling laws, and to obtain the criteria for tra
sitions between different transport scenarios, it is neces
to perform a considerable volume of numerical calculatio
It is therefore not easy to extract an understanding of
underlying physics out of the computer results. In this pa
the physical insight on transport of negative ions develo
during last decade will be presented.

The first approaches to investigate charged part
transport in electronegative plasmas consisted of attemp
generalize the widely known concept of ambipo
diffusion.12,13 In the first of these,12 the electric field was
eliminated from the equations for the plasma transport
postulating a Boltzmann equilibrium for the negative ions.
the second approach,13 the ad hoc assumption of similar de
sity profiles for all charged species was made. It will
shown that in contrast to the electrons, a Boltzmann equ
rium for the negative ions occurs only at rather low pre
sures. The other assumption of similarity of all charged s
cies profiles is correct only ifTe5Ti and boundary condition
of zero densities is used. In all other cases, even if the in
profiles are similar, in the process of evolution this similar
will be destroyed. Moreover, if the electron temperatureTe is
much larger than the ion temperatureTi , the effective diffu-
sion coefficient for negative ions, derived in the assumpt
of similar profile, is negative. This fact contradicts the co
ventional meaning of diffusion. It means, in our opinion, th
such a description is misleading, and it is necessary to s
the solution in some other way. A similar conclusion h
been reached by R. Franklinet al. in Ref. 14.

In the general case, the field-driven fluxes of the char
particles are of a complex nature, and the electric field m
be explicitly retained in the transport equations. It w
shown in Refs. 15 and 16 that the linear equation for am
polar diffusion is strictly valid only in the case of so-calle
simple weakly ionized plasma, which consists of electro
and one species of the positive ions with constant fie
independent mobilities and diffusion coefficients. Indeed
the case of two-component plasma~positive ions and elec
trons with densitiesp5ne), and assuming Boltzmann equ
librium for electrons,E52Te /e¹(ln ne), the drift flux of
positive ions is reduced to an effective linear~ambipolar!
diffusion flux, m ieEp52m iTe(p/ne)¹ne52m iTe¹ne .
Here,m i is ion mobility. If plasma consists of two or mor
sorts of ions, the flux of any given species of the charg
particles depends not only on its own density gradient,
also on the density gradients of all the other species.
example, the presence of negative ions substantially in
ences the charged species fluxes in EN plasmas. In a pla
containing negative ions~with density n!, the drift flux of
positive ions is a nonlinear function of densities,m ieEp
52m iTe(p/ne)¹ne (p5n1ne), and described by convec
Downloaded 04 Nov 2002 to 198.35.5.248. Redistribution subject to AI
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tion, with a velocityup5m ieE52m iTe(¹ne /ne) that de-
pends nonlinearly on electron densities, and via
quasineutrality condition, (ne5p2n) depends nonlinearly
on the negative ion density, too. Under some plasma co
tions, the negative ions can also be in Boltzmann equilibri
with the electric field (2m ineE2m iTi¹n'0). In this case,
the negative ion density is an explicit function of the elect
field, and the positive ion flux is proportional to the positiv
ion density gradient, with the factor, which is a nonline
function of the positive ion density.12

In any case, because of the nonlinearity of the equatio
and the transitions between regions where different assu
tions are valid, it is necessary to start from a qualitat
understanding of the basic equations to develop a metho
ogy for solving the transport equations under various con
tions. It turns out that, for this aim, separation of the plas
volume into different regions is an effective approach.
each of these regions different physical processes domin
The proposed methodology is based ona fundamental phe-
nomenon, which appears in multicomponent plasma, nam
that the plasma stratifies into regions with different io
composition.17–21For example, electronegative plasmas w
hot electrons often separate into a core region, containing
negative ions~electronegative region!, and an electron–ion
edge region, near the walls, which contains essentially
negative ions~electropositive region!. The electrostatic field
is very low in the core and relatively high in the edge regio
At the transition between the two regions, the strong ed
electric field pushes negative ions inwards, so that the ne
tive ion density falls precipitously towards the edge, and
negative ion front forms.

In a description of boundaries between the electrone
tive and electropositive regions, the concept of shock-l
transitions is very effective. These regions of steep variat
of the species densities, which separate regions of sm
profiles, are analogous to shocks, which are widely known
hydrodynamics.22 At low pressure, a double layer may form
separating the ion–ion core and the electron–ion edge
gions. A double layer is a collisionless structure, in whi
the ion mean free pathl i is larger than a width of shockd,
such that ion inertia is important. Formation of the fronts h
been attributed to nonlinear ion acoustic waves23 for colli-
sionless plasmas. Double layers have been shown to occ
steady-state collisionless,l i.L ~L is one half of the inter-
electrode distance!24 or collisional25 plasmas,d,l i,L.
Shocks can be also formed in collisional plasma,l i,d
,L. As early as a century ago, the idea that shock-like str
tures form in multispecies current-carrying media was f
mulated for electrolytes.26,27 The idea was applied to ga
discharges15,16,28and semiconductor plasmas.17,29In Refs. 20
and 21, it was shown that similar narrow shock-lik
structures—fronts—which separate the plasma regions w
smooth profiles and different ion composition, naturally ar
also in currentless collisional nonisothermal plasma.

These negative ion density fronts have been obser
experimentally in steady state oxygen rf glow discharg
sustained in capacitively coupled parallel plate reactors.30,31

The measured negative ion density profile tends to form
P license or copyright, see http://ojps.aip.org/pop/popcr.jsp
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2542 Phys. Plasmas, Vol. 8, No. 5, May 2001 Igor Kaganovich
front at the electrode. Examples of fronts are shown in F
1–4 for stationary rf discharges.

Negative ion fronts also exist during ignition and extin
tion ~afterglow! of electronegative plasmas, and are shown
Figs. 5 and 6, respectively. The spatio-temporal evolution
such fronts has been studied theoretically and by a nume
‘‘experiment’’ in an argon/oxygen pulsed discharge.21,34

In pulsed discharges, power to the discharge is modula
~e.g., square wave modulation! with a specific frequency and
duty ratio. During plasma ignition~power on!, self-
sharpening negative ion density fronts develop and m
towards the plasma center, in analogy with gasdyna
shocks~see Fig. 5!.

During the afterglow, negative ion fronts exist whenTe

@Ti , and move towards the chamber walls. However,
latter fronts are of a completely different nature and have
direct analogy with gasdynamic shocks. The propagation
gasdynamic shocks is dominated by convection, and diss
tive mechanisms~viscosity, thermal conductivity, etc.! influ-
ence only the internal shock structure. In contrast, during
afterglow negative ions diffuse almost freely in the ion–i
core ~the role of drift is negligible!, slow down as they ap

FIG. 1. Symmetrical capacitively coupled discharge rf discharge, oxy
pressure 0.21 Torr from Ref. 31.

FIG. 2. Experimental negative ion density profiles in the rf discha
in oxygen, pressure 100 mTorr, frequency 13.56 MHz, input power 10
~Ref. 30!.
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proach the edge region due to increasing electrostatic fi
The drift flux due to the field is directed towards the plasm
center and, at the periphery, nearly compensates for the
fusion flux, which is in the opposite direction. The resultin
negative ion velocity is directed outwards. It turns out th
although the main evolution is by diffusion, the negative i
front propagation speed is nearly constant for constant e
tron and ion temperatures, as opposed to theADit depen-
dence for diffusive front propagation. The negative ion fro
is a new type of nonlinear structure, different from gasd
namic nonlinear waves, and beyond the classification of
sipative structures made in Ref. 11.

II. DESCRIPTION OF THE MODEL

It is assumed that the ion mean free path is smaller t
the characteristic chamber dimension, and we examine o
dimensional transport of species in parallel plate geome
For a collisional plasma, the species fluxes are described
a drift–diffusion model,Gk52Dk]nk /]x2mknkeE, where
Dk andmk are thek-species diffusion coefficient and mobi
ity, respectively, related by the Einstein relationDk

5Tkmk ; Tk is the k-species temperature. Considering on
one positive and one negative ion species, the self-consis

n

e

FIG. 3. Profiles of the charged particle densities obtained in the simulat
~Ref. 32! for SF6 . The trace 1 corresponds to the positive ion density, a
2—to the time-averaged electron density. The discharge parameter
pressure 0.13 Torr, frequency 13.6 MHz, current density 2 mA/cm2.

FIG. 4. Profiles of the charged particle densities obtained in the simulat
~Ref. 33! for rf discharge in CF4 gas. The discharge parameters are press
0.5 Torr, frequency 13.6 MHz.
P license or copyright, see http://ojps.aip.org/pop/popcr.jsp
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2543Phys. Plasmas, Vol. 8, No. 5, May 2001 Negative ion density fronts
electrostatic field is found from the condition of zero n
current j 5e(Gp2Gn2Ge)50 and is given by

eE5
2De¹ne2Dn¹n1Dp¹p

mene1mpp1mnn
. ~1!

Subscriptsp, n, ande correspond to positive ions, negativ
ions, and electrons, respectively, and¹5]/]x. Ion diffusion
coefficients are factor 1025 smaller than the electron diffu
sion coefficient, and ion diffusion fluxes may be neglected
Eq. ~1!. If the electron density is such thatmene@mnn,mpp
and its gradient is not too small, electrons are described
Boltzmann equilibrium:

E52Te /e¹~ ln ne!, ~1a!

which gives an explicit relation between electric field and
logarithmic electron density gradient. Below we shall on
consider caseneme@(mpp1mnn), where the electric field is
explicitly related by the Boltzmann relation for electron
Note, that electronegativityn/ne can be large for this case
since ratiome /mp is typically of the order of few hundreds
The transition to ion–ion plasmaneme!(mpp1mnn) is de-
scribed at length in Ref. 34.

FIG. 5. Negative ion~solid lines! and electron density~dashed lines! in the
early discharge active glow. Interelectrode gap 10 cm, mixture of 97%
and 3% O2 of total pressure 5 mTorr, averaged power density 1.0 mW/c2,
pulse duration 600ms, duty ratio 0.5.

FIG. 6. Spatial profiles of fluxes and densities of negative ions~solid lines!
and electrons~dashed lines! in afterglow for the conditions of Fig. 5. The
points whereGn5Ge andne5n are shown as circles.
Downloaded 04 Nov 2002 to 198.35.5.248. Redistribution subject to AI
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Equation~1! for the electric field, along with the conti
nuity equations for negative ion@Eq. ~2a!# and positive ion
number density@Eq. ~2b!#, and the electroneutrality con
straint @Eq. ~2c!#, and an equation for the electron temper
ture ~see below! yield a complete system of equations th
describes the spatio-temporal evolution of charged spe
densities, fluxes, and electric field

]n

]t
2mn

]

]x S Ti

]n

]x
1eEnD5nattne2gdn2b i i np, ~2a!

]p

]t
2mp

]

]x S Ti

]p

]x
2eEpD5Zionizne2b i i np, ~2b!

ne5p2n. ~2c!

In ~2a!–~2c!, b i i is the ion–ion recombination rate coeffi
cient, andZioniz , natt, andgd , are the ionization, attachmen
and detachment frequencies, respectively. Zero densitie
the wall or Bohm criterion maybe used for bounda
conditions.35

In the fluid approximation, the continuity Eqs.~2! are
supplemented by an equation for the electron temperatu1

]

]t S 3

2
neTeD1

]qe

]x
5W2(

i
RiHi , ~3!

where qe52xe]Te /]x12.5TeGe is the electron energy
flux, W is the power density deposited in the electron g
andRi is the rate of electron impact processi having activa-
tion energyHi . Boundary conditions on Eq.~3! are zero flux
at the discharge center andqe52.5TeGe at the plasma-sheat
boundary. A kinetic description replacing the fluid approa
in ~3! is preferred if, the electron distribution function de
parts significantly from the Maxwellian, see for examp
Refs. 31, 36, and 37.

In solving these equations analytically it is necessary
make further assumptions. We consider the species trans
properties~diffusion coefficients, mobilities, and the attac
ment, detachment and recombination rate coefficients! as
field and composition independent constants. In reality,
electron attachment, detachment, and especially ioniza
rates depend on the electron energy distribution functi
which has to be found simultaneously.36,37 The ionization
frequency represents an eigenvalue of the electron den
balance for a steady-state discharge. For plasma bulk ca
lation it is often not necessary to include sheath propert
unless the characteristics of the energy input are consid
~Ref. 1, chap. 11! and we shall not consider the sheath he

The system of equations~1!, ~2! is a complicated system
of nonlinear equations. Indeed, substituting the express
for electric field, Eq.~1a!, into the continuity equations fo
electrons and negative ions and using the electroneutr
constraint yields a new system of equations:

]n

]t
2

]

]x S mnTi

]n

]x
2unD5nattne2gdn2b i i np, ~4a!

r

P license or copyright, see http://ojps.aip.org/pop/popcr.jsp
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]ne

]t
2

]

]x S Deff

]ne

]x D2
]

]x S ~mp2mn!Ti

]n

]x D
5~Z2natt!ne1gdn, ~4b!

ne5p2n, ~4c!

where u5mnTe(] ln ne/]x), and Deff5Te(mpp1mnn)/ne

1mpTi is a function ofn/ne . The system of equations~4!
may be more familiar than the initial system of equations~2!,
since Eq.~4b! is a diffusion-type equation, in contrast to th
diffusion–drift type of Eqs.~2a! and ~2b!.

III. SMALL SIGNAL PROPAGATION

We start the analysis of the system of equations~4! by
studying small signal propagation in unbounded plasma,
glecting source and sink terms on the right-hand side of E
~2!, and neglecting ion diffusion terms compared with dr
(Ti /n)(]n/]x)!(Te /ne)(]ne /]x). The ion and electron
density variationsdna are taken to be of the formdna

3exp(2ivt1ikx). The inhomogeneity of the backgroun
plasma has to be taken into account, in particular the elec
density gradient: (]ne /ne]x)[(1/Le)Þ0. The derivations
are easier to perform in the limit of small-scale perturbatio
ukLeu@1. Linearization of system~4a!–~4c! results in two
modes,

v152 iD effk
2, ~5a!

v25ueffk, ueff5
mnmp

mnn1mpp

Te]ne

]x
. ~5b!

The first mode~5a! corresponds to diffusion@see Eq.
~4b!#. In the second mode the signal moves with a veloc
ueff5@mpne/(mnn1mpp)#u a factormpne /(mnn1mpp) differ-
ent from the negative ion drift velocityu. The theoretical
predictions Eqs.~5b! were verified by numerical modeling
The propagation of a small perturbation is shown in Fig
for three different values of electronegativity (n/ne). When
the electronegativityn/ne!1 is small,ueff coincides with the

FIG. 7. Propagation of small signal for the same unperturbed electron
sity (ne53.720.3x) and different densities of unperturbed plasma nega
ions. ~a! n'2.0ne (n5620.3x), ~b! n'ne (n5420.3x), ~c! n50. All
variables are dimensionless, normalized on some reference values, d
n/n0 , coordinatex/L, time tL2/(mnTe). Ion diffusion was neglected, and
ion nobilities were taken to be the samemn5mp .
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drift velocity of negative ionsueff'u. In the opposite case
when n/ne@1, ueff is much lower than the drift velocityu,
and perturbations drift more slowly, as can be seen in Fig
Theoretical calculations of the signal speed coincide exa
with results of numerical simulations.38

IV. NONLINEAR EVOLUTION OF NEGATIVE ION
DENSITY PROFILES AND FORMATION OF NEGATIVE
ION FRONTS

In the previous section, we found that the speed of ne
tive ion density perturbation depends significantly on ne
tive ion density. It means that different parts of the profile
large perturbations of negative ion density move with diffe
ent velocity, and nonlinear evolution results in profile mod
fication. To analyze the nonlinear evolution of the negat
ion density profile, it is convenient to derive the small sign
propagation velocity Eq.~5b! in another way. We shall use
the fact that in the limitukLeu@1 v1@v2 . Consequently,
during the evolution of narrow perturbations of negative i
density, the electron density perturbations are much sma
than ion density perturbations. Indeed, from~4! it follows
dn;v1 /v2dne@dne . Accordingly, the electron flux varies
much more slowly than the ion flux, and can be assumed
be nearly constant@]n/]t5(]/]x)Gn , ]ne /]t5(]/]x)Ge#
dn@dne⇒]Gn /]x@]Ge /]x. Substituting]ne /]x from the
expression for electron fluxGe52Deff(]ne/]x), and drop-
ping all terms except the convection term, Eq.~4a! can be
rewritten in the form

]n

]t
1

]

]x
~Gn!50, ~6a!

Gn52Ge

mnn

mnn1mpp
. ~6b!

A plot of the functionGn /Ge(n/ne) is shown in Fig. 8. As
discussed, the variation of perturbations of electron flux a
electron density can be neglected compared with nega
ion perturbation. So that Eq.~6a! simplifies to

]n

]t
1ueff~n!

]

]x
n50, ~6c!

n-
e

sity

FIG. 8. Negative ion flux as function of electronegativity, arrows den
negative ion convective velocityu5Gn /n, small signal propagation veloc
ity ueff5]Gn /]n, and ion discontinuity (n1→n2) propagation velocity
V5Gnu12Gnu2 /n12n2 .
P license or copyright, see http://ojps.aip.org/pop/popcr.jsp
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2545Phys. Plasmas, Vol. 8, No. 5, May 2001 Negative ion density fronts
where the small signal propagation velocityueff5]Gn /]n co-
incides with the previous estimate Eq.~5b!, but still remains
valid for nonlinear perturbations, too. The evolution of no
linear negative ion density perturbation is shown in Fig.
The solution of Eq.~6c! is n5n0(x2ueff(n)t) ~Ref. 22!, and
each point of the initial profilen0(x) moves with its own
velocity ueff(n). Accordingly, consistent with theoretical pre
dictions, in Figs. 9 and 5 the regions of small negative
density move faster than regions of large negative ion d
sity. As a result, the front profile spreads out, the back pro
steepens, breaks, and forms an ion density discontin
~Figs. 9 and 5!. It is fully analogous to ordinary gasdynam
ics; two types of discontinuities are possible; one type i
shock, which is stable, and satisfies the evolutionality cr
rion ~back front of the signal!; and unstable ion density dis
continuities, the structure of which is unstable and spre
proportionally to time~front of the signal in Fig. 9!. To pre-
vent confusion with ordinary gasdynamic shocks, we sh
call the ion density discontinuitiesion density fronts. In some
sense, these fronts are even more fundamental than the
gasdynamic shocks, since they result from the first or
equation~6c!, while in order to obtain gasdynamic shocks
is necessary to introduce the Riemann’s invariants, and
split second order equation into two first ones, etc.

The analysis of the front structure can be perform
similarly to the studies of gas dynamic shocks.22 In the frame
moving with the front, the fluxes are conserved to the rig
~1! and to the left~2! of the shock, so the front velocity
reads8

V5
Gnu12Gnu2

n12n2 . ~7!

As can be seen from Fig. 8, the magnitude ofV lies in
betweenu1 andu2, and if n250, V5u1 the ion disconti-
nuity moves with a convective velocity, corresponding to t
largest density.

Substituting the expression for the negative ion fluxGn

@Eq. ~6b!# into Eq. ~7!, we have

FIG. 9. Propagation of large perturbation of negative ion density for
conditions of Fig. 1, butne56.223.6x, initially at t50 n5N/aAp
3exp(2(x20.93)2/a2), where a50.0144, and total number of negativ
ions N50.476, and negative ion density profiles are plotted six times ev
0.25 units of dimensionless time.
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In Ref. 38, good agreement was shown between the theo
ical predictions for the front speed Eq.~8! and numerically
obtained values. The front structure is quasistationary;
diffusion is balanced by convective flux in the frame movi
with the front. After straightforward algebra, the front wid
is38

L front52.2Le

Ti

Te
S 31

ne

n1 1
n1

ne
D , ~9!

for the case of equal ion mobilities, andn250. The front
width increases proportionally to the ratio of ion to electr
temperature, which is typically small;0.01 in gas dis-
charges. For small electronegativityne@n1 L front

'2.2Le(Ti /Te)(ne /n1) front sheath is reciprocal of the
change in density in the front (n1); small density disconti-
nuities spread wider, as is similar to the shocks in Burge
equation, whereueff;n.22 In the opposite casene!n1,
L front'2.2Le(Ti /Te)(n

1/ne) the sheath width is propor
tional to the change in density in the front in contrast to t
Burgers’ equation, and in the range 1/2,n1/ne,1 the front
width varies insignificantly andL front'13Le(Ti /Te). If the
front width is smaller than the ion mean free path, it is d
termined by ion inertia effects and has an oscillati
structure.25

We have studied many different cases for a few E
gases.8,21,34,38The negative ion fronts are clearly seen duri
the active~power ‘‘on’’ ! glow if: ~a! the plasma electrone
gativity is not very small,n/ne.1/2, so that the nonlinearity
of the negative ion velocity Eq.~6! is important, and~b! an
edge region of electron–ion plasma exists, which cor
sponds to not very high electronegativity at the edge,n/ne

,ATe /Ti .

V. NEGATIVE ION FRONTS IN STATIONARY
PROFILES

Figures 1–4 depict regions with sharp variation of neg
tive ion density; fronts are typical for stationary discharg
The question arises: what is the nature of these fro
Fronts, discussed in the previous section, cannot be sta
ary, sinceGn(n) is a monotonic function and the front ve
locity Eq. ~7! is always positive,V.0. The situation may
change when ion mobilities are not constant and decre
with ion density, for example, due to momentum exchange
collisions between positive ions and negative ions.

On the other hand, the signal propagation velocity ten
toward zero rapidly for large electronegativityueff

→mnmpGene/(mnn1mpp)2, so the negative ion flow slows
down abruptly at largen/ne and negative ion pumps up
Indeed, the negative ions are produced at the discharge
riphery due to electron attachment to gas molecules, and
towards plasma center. The negative ion density is gover
by Eq. ~4a!, which in a stationary case reads

e

y
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2ueff

]n

]x
5vattne2gdn2b i i np, ~10!

and if ueff→0 ]n/]x→`. Thus, fronts appear as a
asymptotic limitn/ne@1 in stationary profiles. The concep
of ion discontinuities allows efficient prediction of stationa
profiles.17,20,39 The front width is of the order ofL front

5ueffn/vattne , ion diffusion may spread the front wider, u
to a width L front5Am iTi /(gd1b i i n). Note, that in contras
to gasdynamic shocks, the width of the stationary front
larger than the nonstationary front width Eq.~9!, and is de-
termined by the negative ion source. This is due to the
that an effective mechanism of front compression due
overturning is absent for stationary profiles.

VI. NEGATIVE ION FRONTS IN AFTERGLOW

In the afterglow the power is switched off, the plasm
decays due to wall and volume losses, and the electron
perature drops simultaneously. A new kind of negative
front appears in the discharge afterglow if the electron te
perature remains high enough,Te@Ti . The electron tem-
perature can be elevated in the afterglow due to two reas
~i! metastables heat electrons in superelastic collisions,
~ii ! there can be a small residual power in the afterglow;
practical situations this may correspond to capacitiv
coupled biasing of an otherwise inductively coupled puls
discharge, see for example Ref. 40. Solving the heat con
tion equation~3! we found that a residual power as small
0.1% of the power during the active glow can keep electr
warm with Te;1 eV see more details in Refs. 21 and 34.
Fig. 6 the spatial profiles of densities and fluxes for bo
electrons~dashed lines! and negative ions~solid lines! are
shown in the afterglow~50–200ms after power is switched
off!, when the electron density is much smaller than the
tial value of 4.23108 cm23, the electron temperature wa
fixed at a value 1 eV in the afterglow. The electron dens
keeps decreasing mainly due to wall losses, while the t
negative ion density remains nearly constant. Negative i
are trapped in the discharge by the large electric field at
periphery region. Wall losses of negative ions are negligi
when electrons withTe@Ti are still present.

The frequency of electron lossZe, loss, which is deter-
mined by the slow diffusion in the edge region, is nea
constant, as can be deduced from the exponential deca
electron density in Fig. 6. The electronegativity ration/ne is
very large at the discharge center~ion–ion core! and ap-
proaches zero near the edge. Therefore,Deff @Eq. 4~b!# is
very inhomogeneous, being large in the ion–ion core reg
'm iTen/ne and small in the edge region'm iTe . At the
edge region of electron–ion plasma (Lii ,x,L), the elec-
tron density is described by a linear diffusion equatio
]ne /]t5Damb(]

2ne /]x2), hereLii is the extent of the ion–
ion core andL is half of the interelectrode gap. The bounda
condition at x5Lii (t) is Damb(]ne /]x)5(]ne /]t)Lii (t),
which is a consequence of continuity at 0,x,Lii . This
equation has an analytic solution:ne(x,t)5ne(0,0)@sin„k(L
2x)…/sin„k(L2Lii )…#e

2ze, loss, where Ze, loss5Dambk
2, and

kLii tan@k(L2Lii)#51. For example, forLii 50.5L one ob-
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tainskL51.722, and the electron loss frequency is only 20
higher than in the case of a uniform diffusion coefficie
(kL5p/2), for Lii 50.7L the electron loss frequency is onl
1.7 times higher, and eventually atLii →L Ze, loss

→Damb/L/(L2Lii ). Thus, even thoughLii (t) changes with
time, Ze, loss varies insignificantly withLii .

The negative ion motion is governed by the competiti
of diffusion and drift. In the ion–ion plasma core,n@ne ,
and formn5mp Gn'2Ge/2, and Eq.~4! simplifies to

]n

]t
5

]

]x S Di

]n

]x D1
1

2 S Zionizne2
]ne

]t D . ~11!

Note, that Eq.~11! is also valid at the steady state~with the
time derivative terms set equal to zero!. In the afterglow,
Zioniz'0 and ]ne /]t52Ze, lossne . As discussed,Zioniz,st

5m iTe,stk
2 andZe, loss5m iTe,aftk

2 whereTe,st andTe,aft are
electron temperatures at the steady state and the afterg
respectively. Thus, at the very beginning of the afterglo
the first term on the right-hand side~RHS! of Eq. ~11! is
equal to the second term, and the negative ion density
mains the same. WhenTe has quickly dropped to a fraction
of its original value due to inelastic processes, the sec
term on the RHS of Eq.~11! is small and the first term
dominates. This implies that negative ions diffuse alm
freely in this region and, thus, drift is small compared
diffusion. In the ion–ion plasma core (ne!n), the positive
and negative ion fluxes coincide~see Fig. 6!. As the negative
ion density decreases towards the edge, the electric field
creases, reducing the negative ion flux to practically ze
Thus, free ion diffusion is slowed down, since the elect
field retards the motion of negative ions. The electric fie
can be found from Eq.~4b!. The electron density is uniform
in the ion–ion plasma core, andGe5x(]ne /]t)
5xZe, lossne . The electron flux increases towards the wa
where the negative ion density drops, so the electric field

E5
Te

ne

]ne

]x
'

Ge

bi~p1n!
5

xZe, lossne

bi~ne12n!

increases towards the edge wherene /n is large. As the elec-
tric field magnifies, the drift flux of negative ions equaliz
the diffusive flux and, at some point, the net negative ion fl
is reduced toGn!Ge . At that point, negative ions are almo
in Boltzmann equilibrium,Ti(]n/]x)'Te(n/ne)(]ne /]x).
This implies that the negative ion density drops nearly ex
nentially, n;exp(2x/d), where d5(Ti /Te)(] ln(ne)/]x)21,
towards the edge plasma forming a negative ion front. T
front can be seen clearly in Fig. 6.

The transition from nearly free negative ion diffusio
~ion–ion core! to negative ion Boltzmann equilibrium occur
at the point where the diffusion flux becomes of the order
the drift flux ~say three times larger!. Therefore, the point
where the negative ion density starts dropping rapidly can
estimated from the condition of equality of electron and i
fluxes Gn5Ge5Gp/2. At this point, the negative ion diffu-
sion flux is three times larger than their drift flux. Substitu
ing expressions for fluxesGn5m iTi(]n/]x) and Ge

5xZe, lossne , we find the equation for front propagation,
P license or copyright, see http://ojps.aip.org/pop/popcr.jsp
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m iTi

]n

]xU
xi f

5Ze, lossnexuxi f
. ~12!

The negative ion density profile in the ion–ion core can
found from Eq.~11!, neglecting the second term in RHS
Assuming that negative ions diffuse a large distance co
pared to the initial extent of the ion–ion plasma coreLii 0 ,
the solution of Eq.~11! for time t.t i i [Lii 0

2 /Di , is

n~x,t !5
*n~x,0!dx

A4pDit
e2x2/4Dit, ~13!

where t5t2t i i . Substituting n(x,t) into Eq. ~12! and
ne(t)5ne(t i i )exp(2Ze,losst) we find,

2
xif

2

4Dit
52Ze, losst1 ln~B!, ~14!

where B5Ze, lossne(t i i )4tApDit/*ndx. Free ion diffusion
starts at timet i i , when Di(]

2n/]x2);0.5Ze, lossne , so that
B;1. Accordingly, for long times,Ze, losst.1, Eq. ~14!
yields

xif5Vift, with Vif52ADiZe, loss. ~15!

Surprisingly, the negative ion front moves with nearly co
stant velocityVif . Note, that Eq.~15! is not exact, as is Eq
~7! for an active glow, but valid only approximately, whe
Eq. ~14! andZe, loss'const holds.

In Fig. 6, the points corresponding toGn5Ge ~top! and
ne5n ~bottom! are shown. From this figure, one finds th
velocity of the point at whichGn5Ge as 2.63104 cm/s,
close to the analytic estimate@Eq. ~14!# of Vif53.2
3104 cm/s. The velocity of the point at whichne5n is 1.6
3104 cm/s, close toVif /2. The velocity of the point at which
ne5n is lower, since in this regionGn,Gp ~see Fig. 6!, and
the electric field retards ion free diffusion. We checked
velocity of propagation of the point at whichne5n for dif-
ferent discharge conditions. Interestingly, for all condition
this velocity was close toVif /2.34 In classical gasdynamics
the shock velocity lies between these two velocities. We n
that, in contrast to this, the velocity of the negative ion fro
in the afterglow is larger than the velocity of the negati
ions everywhere in the discharge.

VII. CONCLUSIONS

In this paper, we have demonstrated that weakly dam
perturbations propagate in collisional multispecies wea
ionized plasmas with a speedueff5@mpne/(mnn1mpp)#u,
whereu is the negative ion drift velocity. Due to the nonlin
ear dependence of the signal speed on the ion density,
continuities in ion density~ion fronts! may appear due to
steepening of ion density profiles, analogous to gasdyna
shocks. Note, that these fronts are different from collisionl
shocks and shocks in fully ionized plasma. The width of
front is proportional to the ratio of the ion to the electro
temperature multiplied on the electron density inhomoge
ity scale.

The ion fronts have been also observed in stationary
charges. These fronts are not the result of profile break
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and appear as an asymptotic limitn/ne@1 in which ion sig-
nal propagation speed tends to zero. In contrast to non
tionary fronts, the width of the stationary front is larger a
is determined by the negative ion production source. Thi
owing to the fact that the effective mechanism of front co
pression due to steepening is absent for stationary profil

WhenTi!Te , other kinds of negative ion density front
may also form during the afterglow. These fronts are n
analogous to gasdynamic shocks. Negative ions diff
freely in the plasma core, but the negative ion front prop
gates towards the chamber walls with a nearly constant
locity Vif5A4DiZe, loss in contrast to diffusive front velocity
;ADi /t. The negative ion fronts are a new type of nonline
structure, different from gasdynamic nonlinear waves a
beyond the classification of dissipative structures~see for
example Ref. 11!.
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