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Key Points

Goal: fast, scalable parallel solver for the HiFi code.

Physics-Based Preconditioning + Algebraic Multigrid
Works well for ideal MHD waves, but Newton convergence 1s much slower
for the GEM Challenge magnetic reconnection problem.

Quiet initial conditions and improved graphic diagnostics help to identify the
cause of the problem: since the tearing mode growth rate 1s much less than
sound and Alfven frequencies, there is approximate cancellation in the flux-
normal components of the force terms JxB - grad p, leaving noise.

The M3D-C! representation of velocity and field vectors eliminates such
cancellations analytically.

The separation of application and solver modules in the HiFi facilitates
adaptation of the M3D-C! representation to HiFi. The use of C? rather than C!
in HiF1 requires the use of auxiliary variables.

Equations have been derived and coded up but not yet fully tested.
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GEM Magnetic Reconnection Problem

Equilibrium
1 1 1
z€5(-lnla), ye5(-lyly), z€5(-Ll)

Periodic in  and z, conducting wall in y

A, = —Boy, A, =0, A,=—Alncosh (%)

B, = tanh (%) . B.=B,

1
p=nT=po+Sech2(§), T=5 pve=pvy=pv.=0

Parameters
1
l, =256, 1,=128, L =64, A=z, p=.2 By=0

n=10"3 p=k=10"2

Noisy Initial Conditions

A, = 6 cos(kyx) cos(k, z) exp(—y2/\?)

Smooth perturbation, but out of balance.

2012 CEMM and APS/DPP Meetings, Glasser & Lukin, Slide 2




Noisy Start
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Quiet Initial Conditions

Flux-Source Form

8’u2‘
ot

+VF1:SZ, Fi:Fi(t,X U, Vu]-), Si:Si(t,X,Uj,V'U,j)

y Y79

Galerkin Expansion, Spatial Discretization

w;i (X, t) = uij(t)a;(x)

(ai,aj)zlj:/dx(Sai-i—F-Vai)—/ n-Fo;
Q o0

Mu = r(u)
1D Static Equilibrium + Linearization

w;(x,y,2,t) = uio(y) + win (y) exp [i(k; + k. z) + st]

6 . 8 . o (9’['_7'
a — S, V — (ZA@) 8y,1]‘0z) ? JZJ o 81111

u=u0

Expand in 1D spectral elememts in y

Generalized 1D Eigenvalue Problem

Au = sBu
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SLEPc

Scalable Library for Eigenvalue Problem Computations
http://www.grycap.upv.es/slepc/documentation/manual .htm

Developed as an extension of PETSc
by Jose Romadn et al at the University of Valencia, Spain

Solution of large sparse eigenproblems on parallel computers.
Advanced iterative solution procedures.

Allows selection of a portion of the spectrum
e.g. largest real eigenvalues

Accurate solution of 1D complex eigenvalue problem in a few seconds
on one processor.
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Grid Packing: Equations

Grid Packing Function

)

lim y(€,) = ¢

Center and Edge Grid Densities
dy 2\ Oy Oy 2

- =2\, =2 -
€~ 1—N2620 Bfle=o 7 Ble=t1 1 N2

Packing Ratio

_ Ay /€| e=o 112
PN =5y ot 7

A=(1-P)"/?
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Grid Packing: Graphs
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Quiet Start
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Cancellation in JxB — grad p Causes Noise
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» The noise is in the time derivative d(rho*vy)/dt of the component of the momentum normal to the
flux surfaces. It is caused by approximate cancellation of the force terms JxB — grad p.

» The noise inhibits Newton convergence when used with Physics-Based Preconditioning.

The M3D-C! velocity (momentum) representation avoids numerical cancellation by using the curl
to annihilate the pressure terms.
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M3D-C! Representation: Momentum Equation

Cartesian Momentum Representation

pv=Vix+VzxVU+ pv.Vz

Annihilators

fast: Ly-pv=V,-pv=Vix
shear: Ly-pv=Vz-V x pv=V3iU

slow: Lsg-pv=Vz-pv=puv

Vector Momentum Equation

%(PV)—}—V-T:JXB—V]), T=pvw+r=T7

Scalar Momentum Equations
0
aviﬁvl-(v-n =V,i-(JxB-Vp)

%V‘_‘ZLU—FVL-[(V-T)XVZ]ZVL'[(JXB)XVZ]

(o) + V2V - T=Vz. (3 x B-Vp)
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M3D-C! Representation: Electromagnetic Fields

Cartesian Field Representation

A=VzxVf4+iYyVz—FyVe+ VA, VF =0, ¢=0
B=VxA=VyxVz—Vf +FVz
J=VxB=VFxVz4+Vy) —VVz

fl=== F=F+V’f=F+Vif+/["

Annihilators

Li-A=Vz-VxA=F+V3if
Ly-A=Vz-A=v¢+A, L;-A=V, -A=V2A
Vector Potential Equation

0A

E:VXB—T]J

Scalar Component Equations
%(F()Jrv’if) =V-[(vxB—-nJ)xVZ]
%(¢+A’) = Vz-(vxB—nyJ)
%ViA:VL-(va—nJ)
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Density and Pressure Equations

Density Equation

dp

0 2
N + E(P’Uz) =-Vix

Pressure Equation

op
a——'ypv-v—v-Vp
==V-(wpv)+(y-1)v-Vp
0
== 5, (pvz) =V (EPV> +(y—1v-Vp
2 P
op O

N SO 7)) R
b5 ) = =2V = vV () 4 (= vV

9
:7_;’ (vi-Vo=Vix) —vi -Vp+(y—1v. 5"
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Scalar Dependent Variables

Density and Pressure
uy =p, uU2=p
Momentum

2 2
uz =X, ua= U7 Us = pvz, U6 = V_LX) ur = V_]_U

Fields

u8:f, U9=f,a Ulozfﬂ, U11=¢, U12:1/)I: U13=A

U4 = Vif, U5 = vi'ﬁb) uie — ViA

Stress Tensor

Uuy7 :Tlla U1 — T207 Uy9 = T33

U0 =T12, U221 = T22; U292 = T31
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Conclusions and Future Work

For slow-growing instabilities, approximate numerical cancellation in the
equation for the flux-normal velocity causes large numerical error.

The M3D-CI1 vector representations for momentum and fields are used to
analytically eliminate such cancellations.

The structure of the HiFi code enables relatively simple adaptation of this
representation, modifying only the application module and not the solver.

The use of C? finite elements in HiFi, compared to C! elements in M3D-Cl1,
requires the use of auxiliary dependent variables.

Doubling the number of dependent variables is offset by the use of sparse and
iterative solvers and improved convergence.

Equations have been derived and coded up but not yet fully tested.

Imitation is the sincerest form of flattery.
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