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System Evolution
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ØNonlinear Dynamical System      (NN, NARMA)

ν is additive noise
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Embedding Vector

System variables

x(t) = (x1, x2, …, xn )
describes system evolution

Embedding Vector   c=G(c) ---same dynamics
c(t) = {x(t), x(t-? ), …, x(t-(m-1) ? )}

= (x1, x2, …, xm ); m<n

)(xFx =& Taken’s
Theorem
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Cumulant Based Cost Function
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Test: P(x1,x2,…,xm) = P(x1)P(x2,…,xm) ?
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Multivariate Cumulants
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Significance and Surrogate Data
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Random permutations of
The time series ordering
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Relative to a Null Hypothesis
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Gaussianization of Data

• Purpose:  To eliminate static 
nonlinearities due to measurement 
process [Kennel, Isabelle 1992]

• Note for m>2 K=0 for 
Gaussianized data

• Bijective transformation from data 
to Gaussianized variable

t

x

n sorted samples

n sorted Gaussian
values 
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Example: Lorenz System
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Nonlinearity of Lorenz System
• m=2 embedding
•SL includes cumulants
only to second order (standard
correlation function)
•SNL includes cumulants to 
fourth order
•SNL oscillations imply quasi-
periodicity not seen in SL

• Long-time decreasing
trend of Sτ indicates the
chaotic and nonquasi-
periodic character of the 
data
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Example: Noisy Linear System
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νj is a random, Gaussian
distributed variable
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Significance Test for a Noisy 
Linear System

• m=2 embedding for x(t)
(x1,x2)=(x(t),x(t-τ))

• SL and SNL don’t show
significant differences
Note:  This may not always 
be the case, but in general,
the differences are not 
qualitative
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Windowed Significance

t

x

x(t)x(t-∆)

Nw

Ns is the number of surrogates

Nw is the width of data window from which x(t) is
Sampled.
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Significance Tests Stationarity of 
System Dynamics 

System dynamics change
from Lorenz to sinusoidal 
for t>60

Note that the significance
remains roughly constant
while the system dynamics
are stationary.  

Windowed significance is
a good indicator of changing
underlying dynamicsm=3, Nw=300, NS=100,∆=20

Sinusoidal 
Dynamics

Lorenz Dynamics
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Information Flow
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Where H is the conditional entropy which measures the
uncertainty of x(t+p) given all possible preceding sequences
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Noisy (Stochastic)
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Lost
Chaotic System,
No Information Loss
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Cumulant-Based Information 
Flow and System Predictability 
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Cumulants associated with  x(t) =(x(t+p), x(t-∆), …,x(t-(m-1)∆))
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Use Cumulant based Information-Flow as a proxy for Ip
estimates predictability p steps ahead given m-1 past values

Integrated Information flow estimates predictability up to a 
maximal look head P
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Information Flow for Lorenz 
System

m=6,∆=15,n<4

Note the long-term IC(p) 
decays very slowly which 
is indicative of a chaotic 
system
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Block Entropy and Mutual 
Information
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Mutual information is commonly 
used as an alternative to  
correlation functions which are 
useless for nonlinear systems.  
Generalization to higher 
dimensions is called redundancy.
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Mutual Information and 
Cumulant-Based Significance

Mutual Information 
and Significance are 
similar:

– Frequency of Peaks

– Relative Amplitude
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VBs

Kp

Dst

Magnetospheric Response to 
Solar Activity

Papitashvili, 1999

Solar Cycle 
Variation

Pdyn

Solar 
Drivers

Msphere
Response
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Significance of Kp for Solar 
Minimum

Note:  Strong Nonlinear Response for τ=40 hours
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Significance of Kp for Solar 
Maximum

Nonlinear Response not as strong---response more linear
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Nonlinear Response of Dst

Solar Maximum Solar Minimum
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Solar Wind Correlations do not 
Exhibit Dst and Kp Behavior
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CS Significance vs Mutual 
Information

CS contains a richer
measure of correlations

Roughly same timescale
falloff at about 1 week

First minimum differs and
is not unusual for mutual
Information and CS

First maximum corresponds
well
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Conclusions About Nonlinear 
Behavior of Dst and Kp

• Linear Significance (SL)⇒0 for τ>40hr
• Nonlinear Significance

– multiple peaks 
– strong nonlinear response peaks at 40 hrs

• Nonlinear response in Kp appears to reflect solar cycle (Dst may not 
be so strongly dependent)
– Internal vs External driving of the system

• Nonlinear response time is significant for 150 hours 
– consistent with 1 week storm time recovery

• Optimal time delay for embedding Dst & Kp is 20hrs (first minimum 
of nonlinear significance)
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Predictive Model Performance

TSS = xw− yz
x+ y 

 
  
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 
  z+w 

 
  

 

 
  

True Skill Statistics (TSS):

Gilbert Skill (GS):

GS ignores w (“correct rejection”).
Ch = chance hits = (probability of Y events to occur) X
(number of Y events forecasted)

GS = x− Ch
x−Ch 

 

 
  

 
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 
  + y+z
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Ch =
x+y 

 
  
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  

x+ y+z +w 

 
  
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 
  

x+ z 

 
  

 

 
  

For TSS and GS:
Perfect forcecast  = 1 
Random forecast = 0

The figures show the skill scores for Costello 
Neural Network (NN) model over 2 solar cycle 
periods.  They show that the model performance 
has a solar cycle variation.  The model performs 
better near solarmax than solarmin for active times 
(Kp > 3). The input parameters to the model are: 
solar wind V, IMF |B|, IMF Bz, and the previous
Kp predictions of the model.  

The skill scores are defined below (Detman and Joselyn, 1999).

The skill scores are defined below 
(Detman and Joselyn, 1999).

zwN
yxY
NY

Observed

Forecast
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Predictive Model Performance

Better Predictability
for Solar Max

Kp = 6Kp = 4Kp = 2

Kp = 5Kp = 3
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Variation in Underlying 
Magnetospheric Dynamics

•m=3,∆=1hr,NW=300hrs
NS=100

•S >>1 means strong time
ordering and good 
predictability over ~10 days 
•Large Variations in S imply
changes in underlying 
dynamics
•Training of Neural Network
improved if data with high 
significance is used
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Nonlinear Cross Correlations 
Between VBs, Pdyn, and Dst

Normalized Significance used to detect nonlinearity
Absolute:  Approximately NLx200, Lx500
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Nonlinear Cross Correlations 
Between VBs, Pdyn, and Dst

Normalized Significance used to detect nonlinearity
Absolute:  Approximately NLx200, Lx500

Strong LinearResponse          
at 3 hours

Clear Nonlinear Response 
with Strong Peak at 50 hours 
lasting for 1 week 
(170hours)
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MI and CS Significance for 
Cross Correlations

MI may not be sufficient to detect presence of
higher order correlations
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Cumulant-Based Information and 
Predictability

x(t) = (Dst(t+p),Dst(t),VBs(t),VBs(t-∆))

Information Decays
in 1 week (typical storm)

Good Predictability for
20 hours

Strong Nonlinear 
Response at 40-50 hour
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Integrated Cumulant-Based 
Information and Predictability

x(t) = (Dst(t+p),Dst(t),VBs(t),VBs(t-∆))

Ic(P) for P=20hrs,∆=1hr 
∩

CC=1/3
∩

∩
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Utility of Cumulant-Based 
Approach

• Can be used to:
– Detect nonlinear correlations
– Detect changes in underlying dynamics
– Select data for NN training
– Assess system predictability
– Basis for semi-parametric predictive model
– Has more structure than mutual information
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Cluster Forecasting

• Importance of significance and information 
involves clustering of data

• Data clusters are crucial to understanding 
dynamics and predicting system behavior

• May be applied in an arbitrary number of 
dimensions, D. 
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Cluster Forecasting
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Mackey-Glass Model
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Cluster Identification

x(t-20)

x(t)
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Cluster Identification

x(t-20)

x(t)
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Cluster Density

x(t-20)

x(t)
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