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Note: to move files in batch job (without explicit password), an ssh-agent is set up; therefore the scripts assume the target directories are owned by the user specified in the transfer (currently roney, hard-coded in IDL) for which public-key/private-key authentication has been established; thus, as a final step the directories and files on lark must be changed to the proper group and be owned by root.

Keys generated on VMS need to be somewhat reformatted for use on linux. See “HELP SSHKEYGEN” and Multinet manuals,

Experiments with interactive recursive scp were unsuccessful, tests with NetBackup left files in uppercase, requiring individual file copying to give proper name without changing timestamp

IDL program only scans NSTX$ARC$, not NSTX$NEW$ - this may need to be changed

TRANSFER_ONE_TREE outputs shell instructions for making all directories needed on target data disks.It also makes instructions for a new entry in /nstxdata/calib, /nstxdata/models and /nstxdata/new; trash directory is shared by all trees and needs no new directory entry

To move a VMS tree to lark:

I.    On VMS run RONEY$:[IDL.MIGRATE]TRANSFER_ONE_TREE.PRO 

        $ SET PROCESS/PRIV=SYSPRV

        $ SETUP IDL  ! done inside SETUP NSTX

        $ SET DEFAULT RONEY$:[IDL.MIGRATE]

        $ IDL

         IDL> TRANSFER_ONE_TREE, <treename>, treegroup=<treegroupname>

e.g.   IDL> TRANSFER_ONE_TREE, 'MICROWAV_RAW', treegroup='nstxmwave'
The “tree group”, which is our method for granting write access to MDSplus trees on linux, will probably need to be newly created for the purpose. Request a new group from UnixAdmin and specify initial users who are to belong to the group. I&C staff don’t have privilege to do this.

Outputs are three scripts, one to make directories on lark, another to re-protect on completion, and one to write batch jobs on VMS to be executed to do the file transfer via scp (one per low-level directory). The batch jobs are sent to the MDS_XFER queue on Luna to do the transfers  (as user RONEY - set CMKRNL privilege to be able to do that before submitting the .COM file).

'NSTX$:[DATA_MANAGEMENT.MDS_XFER]transfer_' + STRLOWCASE(tree) + '_dirs.sh'

'NSTX$:[DATA_MANAGEMENT.MDS_XFER]transfer_' + STRLOWCASE(tree) + '_chown.sh'

'NSTX$:[DATA_MANAGEMENT.MDS_XFER]TRANSFER_' + STRUPCASE(tree) + '.COM'

Program instructs:

Files for NSTX$:[DATA_MANAGEMENT.MDS_XFER]TRANSFER_NBI created

**********************************************************************

  Now scp nstx$:[data_management.mds_xfer]transfer_nbi_dirs.sh to lark

      and execute using "sudo" 

  Then submit NSTX$:[DATA_MANAGEMENT.MDS_XFER]TRANSFER_NBI.COM as user RONEY:

SUBMIT/USER=RONEY  - 

      /LOG=NSTX$:[DATA_MANAGEMENT.MDS_XFER]TRANSFER_NBI.LOG -

      NSTX$:[DATA_MANAGEMENT.MDS_XFER]TRANSFER_NBI.COM

  When all transfer jobs in queue MDS_XFER have completed successfully,

      scp nstx$:[data_management.mds_xfer]transfer_nbi_chmod.sh 

      to lark and execute using “sudo”

***********************************************************************

II.  scp (see note on scp between VMS and linux at end of this document) the transfer_microwav_raw_dirs.sh (or other treename) script to lark. Make the script executable, and execute using "sudo" to permit writing new subdirectories into directories owned by root; before the transfer, the lower level directories must be owned by roney.

III. Submit the .COM file on VMS following instructions from TRANSFER_ONE_TREE.PRO with CMKRNL privilege set. This will load up the batch queue MDS_XFER, which allows just one job to execute at a time.

Log files are written to NSTX$:[DATA_MANAGEMENT.MDS_XFER]. <treename>_dd_dd.COM files for each directory to be transferred are written to RONEY$:[000000]. SYSPRV, set inside TRANSFER_<treename>.COM permits this, so user’s account also needs SYSPRV as an authorized privilege.
… wait a day or two until queue MDS_XFER is empty…

Transfer time related to amount of data, of course, but also affected by number of files, as there is an authentication step for each,

To inspect the MDS_XFER queue: $ SHOW QUE/ALL MDS_XFER
IV. When all trees moved and log files inspected for errors, change owner and group on all directories created in step II with the transfer*chown.sh script.

$ sudo ./transfer_<treename>_chown.sh

V. After moving tree files, create appropriate “top-level” directories on all the other data disks (for future use as part of normal data acquisition) with:

/usr/local/mdsplus_pppl/source/data_management/newsubtreedirs.pl

Usage is:   sudo ./newsubtreedirs.pl treename groupname
The new directories will have “root” as owner, with file protection 2775.

VI. Tell lark it’s serving the new tree (add to /usr/local/mdsplus_pppl/etc/define_localtrees.conf and remove tree name from VMS list /usr/local/mdsplus_pppl/etc/define_vmstrees.conf)

New definitions will be in place for next user connect/login.

The .conf files in /usr/local/mdsplus_pppl/etc are used by the MDSplus startup routines, via /etc/mdsplus.conf. Each is used as input to an awk command. This imposes a character limit of about 3K for each of the files. At some point it may be necessary to again break the files into smaller ones.

VII. Tell VMS that lark is now serving the tree:

With SYSPRV set, edit COM$MGR:MDSPLUS_DATABASES.COM to remove entry 

EUROPA$ SET DEF COM$MGR

EUROPA$ SEARCH MDSPLUS_DATABASES.COM NBI

$!  07-Nov-2007  BD   Removed defns for NBI

$!!! call DEFINE_TREE  NSTX  NBI                NSTX_OWNER    2

EUROPA$ 

! is comment character for VMS DCL scripts; put it after the $.

and add to COM$MGR:COMSYSLNM.COM:

EUROPA$ SET DEF COM$MGR

EUROPA$ SEARCH COMSYSLNM.COM NBI

$ DEFINE/NOLOG/SYSTEM   NBI$DATA      lark.pppl.gov:8501::

EUROPA$ 

Procedures will need to be rerun on all VMS hosts. MDSPLUS_DATABASES.COM contains SYSMAN commands to do this from one invocation; need to emulate interactively with COMSYSLNM.COM (or just paste the new <treename>$DATA definition into a session on each VMS host). $SHOW CLUSTER will show the names of all the current members of the VMS cluster.

Then it may be necessary to clear the old definitions in the logical name table LNM$MDS_NSTX. Check the output of 

$SHOW LOGICAL <treename>$DATA,

and if an entry in LNM$MDS_NSTX appears along with one in the system table,

$ deassign/table=lnm$mds_nstx <treename>$data

VIII. Create tree on lark, stop creating tree on VMS

Add a structure node to the larknstx model tree and convert it to a subtree (via traverser or mdstcl) so that it will be created for every shot.

After adding a new subtree to larknstx, stop and then start tree creation job via /etc/init.d/larktreesinit . in order to pick up all the new tree definitions. 

Remove the subtree node from the VMS NSTX model tree, or, if you prefer, just “turn off” (from Traverser, Data/Turn Off) the subtree node and the subtree won’t get created.

IX. Tell portal/nstxpool the trees have moved: 
change /usr/pppl/Modules/modulefiles/nstx/treedefs
(backup copies are kept in /p/nstxusr1/util/modulefiles/modulesbk, since all files in /usr/pppl/Modules/modulefiles/nstx are displayed in the   % module avail nstx   output)

At some future time the old VMS trees will be deleted; may want to rename top-level directories for new tree to make it impossible to get to it in the meantime to avoid misplaced writes.

Appendix A. Using scp to/from VMS

On VMS, scp2 must be used, and the non-VMS target must be inside quotes and double colons must be used to separate host from path. Any special options are invoked with / syntax (i.e. /preserve to preserve file attributes and timestamps). See $ HELP MULTINET SCP
KEES$   scp2 nstx$:[data_management.mds_xfer]transfer_nbi_dirs.sh -     

_KEES$    “roney@lark::/u/roney/”

If running scp on linux, the complete path to the target file must be known; the often-used logical names such as nstx$ will not be understood.

To initiate the transfer from lark of a file in NSTX$:[DATA_MANAGEMENT.MDS_XFER]:
$ scp roney@kees:/nstx0_san/nstx/data_management/mds_xfer/transfer_microwave_dirs.sh .

Appendix B. “Before” and “After” definitions and directories

