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Abstract

A new implicit transport equation solver (PT-SOLVER) implemented in
predictive TRANSP (PTRANSP) is used to integrate the highly
nonlinear time-dependent transport equations using implicit Newton
iteration methods. Capabilities are extended to include density and
angular momentum prediction. The new solver allows users to
choose between different transport models via a standard namelist
input. A wide range of neoclassical and/or turbulent models or semi-
empirical, including TGLF choices are available. Extensive benchmark
test runs have been performed with PT-SOLVER using the TGLF
parallelized over flux-surfaces and wavenumbers. A combined
number of CPUs up to 128 have been used. The new solver is robust,
efficient, and allows large time-steps to be used. PTRANSP predicted
temperatures have also been compared with experimental data for
various plasma regimes, and good agreement has been achieved.



PTRANSP solver (PT-SOLVER)

1): PT-SOLVER is modular, parallel, multi-regional solver for PTRANSP.

2): It integrate the highly nonlinear time-dependent equations for electron
and ion temperatures, densities, and angular momentum.

3): multilevel parallelization (over flux-surface and wave number in TGLF).
No longer limited by the number of zones in flux-surface. Flexible
number of CPUs can used depending on the problem.

4): Inputs to PT-SOLVER are provided by “plasma state” file.
5): Upto five kinetic species can be used for TGLF.

6): available neoclassical and turbulent models are:
TGLF, GLF23, NEO, NCLASS, Chang-Hinton



Current status of PT-SOLVER development

1): Stand-alone version of PT-SOLVER with TGLF for Te & Ti
prediction with two-level parallelization (over flux-
surface and wave number in TGLF)

2): Implementation of PT-SOLVER into PTRANSP for Te & Ti
prediction (maximum 3 regions, axial, confinement, and
edge region)

3): Initial capability of ne prediction
ne predicted, ni, and nimp derived



Governing equations (1)
e Electron density
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where S s, S; is source terms, which includes neutral gas source, edge source,

Nubeam contributed source, and fusion reaction source terms.
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Governing equations (2)

Assumptions:

(a): constant fraction (for thermal plasma and impurities)

n.
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(b): local thermodynamic equilibrium (LTE) (for impurity plasmas) i l
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Assumptions are used to derive individual species density when total number of
thermal plasma density and/or impurity density are predicted.

Constraints:
(a): charge neutrality: n_ = Z n, + an?

i g
(b): effective Z: n_Zeff = Zni + Z:qzn;1
i i

Constrains are explicitly applied in density prediction which reduced the total number
of unknows. For example, if electron density is predicted, total thermal density, and
Impurity density can be derived when Zeff is know. .



Governing equations (3)

lon energy conservation equation
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Angular momentum conservation equation
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where § Sti : Sw is source terms, which includes radiation loss source, neutral gas source,
edge source, Nubeam contributed source, and fusion reaction source

terms, ICRF, ECRF, and LHW contributed source terms.
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G.V.Pereverzev & G.Corrigan’s algorithm
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An artificial transport coefficient is added:
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however, the peclet number is different: Py, =
Y o G

Using Power-Law scheme to discretize the convection-diffusion terms.
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For explicit numerical scheme, no change
For implicit numerical scheme, difference arose due to non-cancellation of these two terms.
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Apply G.V.Pereverzev & G.Corrigan’s algorithm to each of the governing equations



S.Jardin & G. Hammett’s algorithm

* Finite difference method used to discretize the governing equations

* Newton iteration method developed by S.Jardin & G. Hammett (JCP 2008)
used to solve tri-diagonal finite difference equations

* Hyper-conductivity term to damp short wave oscillations
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Two-level parallelization

(over flux-surface, and wavenumber in TGLF)

Global communicator

MPI_COMM_WORLD

sub-communicators

MPI_GRP_n

MPI_GRP_2

MPI_GRP_1

PEn

PE2

PE1

PEO

PEn

PE2

PE1

PEO

PEn

PE2

PE1

PEO

=

~— TGLF at COM n

—— TGLF at COM 2

~— TGLFatCOM 1

1: split MPI_COM_WORLD

into several sub communicators,
the number of sub
communicators is dependent on
the umber of node on which TGLF
model will run.

2: assign the TGLF model on the
sub-communicators to calculate
the transport coefficient

3: collect the transport

coefficients for the Newton
iteration solver.
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parallel run benchmark
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Implementation in TRANSP

Ipredictive_mode = 3 ! Only 1 region applied
XIMIN_CONF=0.0

I choose predictive model XIMAX_CONF = 0.8

lpredict_te =1 (Te predicted) XIBOUND =0.8

lpredict_ti =1 (Tipredicted)

Ipredict_pphi =0 (omega prescribed) | turbulent model selected

lpredict_ ne =1 (ne predicted) TR TURB AXIAL = 'NONE!
lpredict_nmain = 0 (thermal ion prescribed) TR:NC_A;(IAL — 'NONE' ]_ axial region
lpredict_nimp =0 (impurities prescribed) TR EXB AXIAL = 'NONE'

NBl_PSERVE =1 (paraIIeI nubeam) TR TURB EDGE = 'NONE'™
NPTR_PSERVE =1 (parallel pt-solver) TR:NC_E[_)GE = 'NONE' & edge region
NTORIC_PSERVE = 0 (serial toric) TR_EXB_EDGE ='NONE' _

TR_TURB_CONF = "'TGLF' —
TR_NC_CONF ='NEOCH' = conf. region
TR_EXB_CONF ='DMEXBL

And namelists for TGLF switches (not show here) .



Test TRANSP runs with PT-SOLVER
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parallel NUBEAM used.
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3 species in TGLF (electrons,
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Alpha E=0.5
Alpha P=0.5
Quench_rule used

Nzones = 50
64 cores used in dawson
cluster for 7 days
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Test runs with standalone PT-SOLVER

ptsolver iglf predictions (with dens pred), from 148773B08 (H-mode) at 4.0s

TikeV]

Te [keV]

a4

ptsolver w reduced flow shear
(alpha = - alpha

(fit to measuremenis)

ptsolver final (0O0700) Te +(

p— 0.5) b

— Core Thomson

= Tanyg Thomson

(o] 0.2

ptsolver tglf predictions (with dens pred), from 148773B08 (H-mode) at 4.0s

0.4 0.6

x

1.2

ptsolver initial Ti
(fit to measurements)

ptsolver final (00O700) Ti

pisclver final w reduced flow shear
(alpha E = alpha p= 0.5)

)
P

= Tangential R==R0

- Vertical

0.4 0.6

2



Summary and future work

A modular, parallel, multi-regional, implicit transport equation
solver built over the Plasma State and other publicly available
(NTCC) libraries has been developed.

Several turbulent, neoclassical, or data driven choices models,
including GLF23, TGLF, NEO, NCLASS, and Chang-Hilton

Two level parallelization has been implemented in PT_SOLVER
with MPI library

PT-SOLVER has been successfully implemented in TRANSP.
Development and benchmarking density prediction capability.
Development and benchmarking angular momentum prediction.
Install and test more turbulent, and neoclassical models.
Development and testing more robust nonlinear stiff solver

Testing more cases in TRANSP with the combination of different
components
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