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We present laboratory measurements showing the two-dimensional (2D) structure of energy conversion
during magnetic reconnection with a guide field over the electron and ion diffusion regions, resolving the
separate energy deposition on electrons and ions. We find that the electrons are energized by the parallel
electric field at two locations, at the X line and around the separatrices. On the other hand, the ions are
energized ballistically by the perpendicular electric field in the vicinity of the high-density separatrices. An
energy balance calculation by evaluating the terms of the Poynting theorem shows that 40% of the magnetic
energy is converted to particle energy, 2=3 of which is transferred to ions and 1=3 to electrons. Further
analysis suggests that the energy deposited on particles manifests mostly in the form of thermal kinetic
energy in the diffusion regions.
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Magnetic reconnection is a fundamental process in
plasmas that leads to a change in the magnetic field
topology accompanied by the conversion of magnetic
energy to plasma kinetic energy [1]. Often during recon-
nection, there is a component of the magnetic field called
the guide field (GF) perpendicular to the plane of the
antiparallel components. The GF reconnection is observed
to energize electrons and ions in fusion plasmas [2,3], basic
physics experiments [4–6], the solar wind [7], solar flares
[8], and the Earth’s magnetosphere [9–13].
Multiple mechanisms of electron [14–16] and ion

energization [17,18] are proposed during GF reconnection.
Satellite measurements of GF reconnection sites provide
insight into kinetic-scale physics [9–13,19]. Sparse mea-
surements by a few satellites, however, have not been
sufficient to quantify particle energization on a global scale
due to the complex structures around the reconnection site.
Comprehensive laboratory measurements of key parame-
ters under well-defined, repeatable conditions are ideal for
complementing simulations and satellite observation.
However, early GF reconnection experiments were only
performed in a regime where ions were unmagnetized over
the system size, and the ion skin depth was much larger
than the system size [20].
In this Letter, we present the first laboratory measure-

ments of two-dimensional (2D) profiles of energy deposi-
tion on electrons and ions during GF reconnection in the
regime where ions were sufficiently magnetized over the
system size, and the ion skin depth was small enough for
the electron and ion dynamics to be coupled. We signifi-
cantly extend prior GF reconnection experiments [21,22]

by obtaining separate measurements of electron and ion
flows, allowing determination of energy deposition onto
each species. The energy deposition onto electrons is
dominated by Ek, in two regions of the reconnection layer:
around the X line and near the separatrices. The energy
deposition on ions is dominated byE⊥ which is sufficiently
strong to demagnetize and ballistically energize ions, in the
vicinity of the high-density separatrices where electrons
flow against the electric field. Furthermore, we determine
how the energy is partitioned during GF reconnection,
including enhancement of electron and ion kinetic energy
in the form of thermal energy.
The experiments were conducted in the Magnetic

Reconnection eXperiment (MRX) [23,24] (see Appendix
for methodology) for a moderate GF of magnitude 122 G at
the X line. The upstream reconnecting magnetic field at a
distance of 1ρs from the X line is around 131 G, where
ρs ¼ 3.9 cm is the ion sound gyroradius calculated using
electron temperature (Te) and the total upstream magnetic
field. A typical reconnection electric field ranges from 1 to
1.5 V=cm. The classical Spitzer resistivity accounts for
approximately 9% of the reconnection electric field.
The features of the reconnection layer are shown in

Fig. 1. Figure 1(a) displays representative magnetic field
lines in the reconnection plane, i.e., the r-z plane. The 2D
profile of the out-of-plane magnetic field (By) in Fig. 1(b)
exhibits a quadrupolar structure, indicating the presence of
two-fluid effects [25]. The plasma potential calculated
using Vp ¼ Vf þ 3.7Te [26] also displays a quadrupolar
structure [see Fig. 1(c)] [27]. Here Vp and Vf are the plasma
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potential and floating potential, respectively. The 2D profile
of density (n) reveals a pair of high density and low density
regions in the vicinity of the separatrices [Fig. 1(d)] [22].
The n and Vp data exhibits a correlation; n is high at
regions where Vp is more negative.
The arrows in Fig. 1(b) depict the flow of electrons in the

reconnection region. The electron velocity is derived from
the current profile using ve ¼ vi − J=en, where e is the
quantum of electric charge, J is the surface current density,
and ve and vi are the electron and ion velocity, respectively.
The electron velocity vectors show that electrons enter the
reconnection layer along a pair of low density separatrices
and are ejected out through the high density side of the
reconnection layer. The electron inflow velocity is greater
than the outflow velocity. The ion flow velocity vectors in
the reconnection plane are shown in Fig. 1(c). A compari-
son of the electron and ion velocity vectors unambiguously
demonstrates that the trajectories of the electron and ion
fluids are significantly different in the reconnection layer.
The conversion of the magnetic energy to the plasma

kinetic energy is mediated by an electric field which is
given by Ohm’s law (the electron momentum equation),

Eþ ve ×B ¼ −
me

e
dve
dt

−
∇ · P

↔

e

en
þ ηkJk þ η⊥J⊥; ð1Þ

where me is the mass of the electron, P
↔

e is the electron
pressure tensor, and η is the Spitzer resistivity. The power
deposition per unit volume on particles due to the non-
ideal terms of Ohm’s law on the rhs of Eq. (1) is given by
De ¼ J · E0, where E0 ¼ Eþ ve ×B, the electric field
due to nonideal terms [28]. A positive value ofDe indicates
the region of magnetic energy deposition where the
frozen-in condition of the electrons is violated, i.e.,

E0 ¼ Eþ ve ×B ≠ 0. However, De does not differentiate
between energy deposition onto electrons and ions.
While the electrons can only be energized by the nonideal
terms because ve · ðve ×BÞ ¼ 0, the ions may gain energy
from the nonideal terms as well as from the −ðve ×BÞ
term. Therefore, to quantify the rate of work done on
electrons and ions we calculateWe ¼ Je ·Eð¼ Je · E0Þ and
Wi ¼ Ji · E, respectively.
The 2D profile ofDe depicted in Fig. 2(a) shows that the

energy conversion from the magnetic field to the plasma
kinetic energy is mediated byE0 at multiple locations in the
reconnection plane. The rate of energy deposition per unit
volume is most intense near the X line where De is as high
as 80 W=cm3. De is also positive in the electron inflow
region near the separatrices revealing regions of particle
energization away from the X line. However, in the region
with a strong electron outflow, the electrons flow against
E0. The representative 1-σ error bars are shown in Fig. 2(e)
which depicts a 1D cut of De across the X line.
A comparison of the 2D profiles of De [Fig. 2(a)], We

[Fig. 2(b)], andWi [Fig. 2(f)] shows a remarkable similarity
between De and We. This resemblance suggests that the
nonideal terms of Ohm’s law channel most of the magnetic
energy to electrons.
Since the dynamics of charged particles parallel and

perpendicular to the magnetic field are different, it is
instructive to calculate the energy deposition driven by
Ek and E⊥. We;k, We;⊥, Wi;k, and Wi;⊥ are depicted in
Figs. 2(c), 2(d), 2(g), and 2(h), respectively. We;k is

computed using Je;k ¼ Je · b̂ and Ek ¼ E · b̂, where b̂ is
a unit vector along the magnetic field. We;⊥ is determined
from the dot product of Je;⊥ ¼ Je − Je;k andE⊥ ¼ E −Ek.
Similarly, we have worked out Wi;k and Wi;⊥.
The electrons are energized by Ek in two regions of the

reconnection layer: most intensely near the X line and
additionally in the vicinity of the separatrices over the ion
scale, as shown in Fig. 2(c). Previously, Fox et al. [22] have
shown that Ek in the ion diffusion region is approximately
supported by the pressure gradient term of Ohm’s law, i.e.,
Ek ≈ −∇kPe=en. Extending on that finding, we observe
Je;kEk ≈ ve;k · ∇kPe. For example, at Δr ¼ −2.25 cm and
Δz ¼ 5.75 cm, Je;kEk and ve;k ·∇kPe are 31 W=cm3 and
27 W=cm3, respectively. The positive and negative values
of Je;kEk in the ion diffusion region indicate compression
and decompression of the electron fluid. Similarly, the
negative values of Je;⊥ ·E⊥ in the electron outflow region
in Fig. 2(d) suggest decompression.
The structure of We;k in Fig. 2(c) is rather interesting.

The electrons approaching the reconnection layer along B
are continuously under the influence of Ek until the X line.
In natural systems, where the electron mean free path is
significantly large compared to laboratory experiments, an
“acceleration-channel”-like feature where electrons are
continuously under the influence of the driver term, Ek,

FIG. 1. (a) Representative reconnecting and reconnected mag-
netic field lines, and the coordinate system with respect to the X
point. The 2D profiles of the (b) out of plane magnetic field,
(c) plasma potential, and (d) density in the reconnection plane.
The blue arrows in (b) represent the electron velocity vectors,
while the black arrows in (c) represent the ion velocity vectors.
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over large distances may explain the observation of high
energy electrons associated with GF reconnection [29,30].
The 2D profile ofWi depicted in Fig. 2(f) shows that the

regions of intense ion energization are well-structured and
located in the electron outflow region, and are dominated
by E⊥ [Fig. 2(h)] over Ek [Fig. 2(g)]. E⊥ varies from
3 to 6 V=cm in the region of intense energization.
Interestingly, the 2D profiles of We [Fig. 2(b)] and Wi
[Fig. 2(f)] show that the regions of electron and ion
energization are rather complementary. The electrons are
energized near the low-density separatrices and at the X
line, while the ions gain energy in the vicinity of the high-
density separatrices where the electrons work against the
electric field. This suggest that electrons may transfer their
energy to ions via the electric field.
E⊥ can energize the ions in two ways: the ions can be

energized ballistically when ions are unmagnetized, or E⊥
can drive ion polarization drift that adiabatically increases
the ion velocity to reach the E ×B outflow velocity. To
distinguish between these two processes we compare the
relevant length and time scales with the estimated ion
gyroradius (ρi) and gyroperiod (τi), respectively. The
length scale of the magnetic field LB ¼ jB=∇Bj in the
region of ion energization at Δz ¼ −5 cm and Δr ¼ 1 cm
is 6 cm which is comparable to ρi ¼ 4 cm. We used
Ti ¼ 6.5 eV measured by ion Doppler spectroscopy and
the local value of B to estimate ρi. The width of the ion
energization region in both the upper left and lower right of
Fig. 2(f) is ≈5 cm, which is comparable to ρi. The ion
transit time, τ, through the region of intense ion energiza-
tion in the upper left of Fig. 2(f) is ≈7 μs, which is almost a
third of τi ≈ 20 μs. Similarly in the lower right τ < τi.
Thus, we conclude that strong E⊥ energize the demagnet-
ized ions ballistically.

The energy partition among electrons, ions, and other
channels during GF reconnection is analyzed by calculating
the terms of the Poynting theorem,

−
Z

∂

∂t

�
B2

2μ0

�
d3x ¼

Z
∇ · ðSin þ Srec þ SoÞd3x

þ
Z

ðJe · Eþ Ji · EÞd3x; ð2Þ

where integration is carried out over reconnection volume
assuming toroidal symmetry. Here, Sin ¼ ðEyBz=μ0Þr̂ is the
incoming Poynting flux associated with the reconnecting
magnetic field and the reconnection electric field, and the
outgoing Poynting flux is divided into Srec and So. The
Srec ¼ −ðEyBr=μ0Þẑ is associated with the reconnected
magnetic field and the reconnection electric field. While
So ¼ ðErBy=μ0Þẑ − ðEzBy=μ0Þr̂, is associated with the
Hall magnetic field superimposed on the guide field, and
the electrostatic electric fields.
The results of the Poynting theorem analysis are shown

in Fig. 3. The reconnecting magnetic field delivers
1.54 MW of power to the reconnection layer. There is a
slight decrease of magnetic field during reconnection
resulting in a reduction of 0.15 MW in magnetic power.
1 MW of magnetic power flows out of the reconnection
layer. The bulk of the outflow is due to the Poynting vector
associated with the reconnected magnetic field, which is
0.63 MW, while the rest is accounted for by the outgoing
toroidal magnetic field. Around 40% of the magnetic
energy is deposited on the particles, 1=3 of which goes
to electrons and 2=3 to ions.
The energy deposited on electrons and ions may mani-

fest in the form of thermal energy, causing an increase in
temperature, or causing acceleration resulting in a gain of

FIG. 2. 2D profiles of scalar products that quantify power deposition on electrons and ions. (a) De ¼ J · E0, (b) We ¼ Je ·E,
(c)We;k ¼ Je;kEk, (d)We;⊥ ¼ Je;⊥ ·E⊥, (f)Wi ¼ Ji ·E, (g)Wi;k ¼ Ji;kEk, and (h)Wi;⊥ ¼ Ji;⊥ · E⊥. The remaining plot in (e) is a 1D
cut of De to illustrate the representative 1-σ error bars.
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flow energy. The electron temperature measurement
showed an enhancement in Te in the vicinity of the X line
where a significant amount of energy is deposited on
electrons [see Fig. 2(b) for Je ·E]. Figure 4 shows the
radial variation of Te. We observe that Te increases from
5 eVat 5 cm away from the X line to 8 eVat the X line taken
at Δz ¼ 0. This increase in Te is more than 50% and
beyond the measurement uncertainty. The change in the
electron thermal energy per unit time estimated using
ΔWH;e ≈

R ∇ · ð5
2
nTeveÞd3x is ∼ 0.1 MW. This is smaller

but on the same order as the magnetic energy deposition
rate on electrons calculated by

R
Je ·E d3x. The change in

the electron flow energy per unit time is negligibly small
[ΔWflow;e ≈

R ∇ · ð1
2
menv2eveÞd3x < 7 W] because of the

low mass of electrons. Therefore, the rate of energy
deposited on electrons not observed in ΔWH;e is expected
to be accounted for by loss mechanisms like the thermal
conductivity parallel to the magnetic field [31–34]. This is
expected to be large as it scales as T7=2

e but is difficult to
estimate due to its sensitivity to the Te gradient.
The Ti measurements suggest an increase in ion thermal

energy during GF reconnection. In the right half of the
reconnection plane near the exhaust, Ti is 9 eV, while in the
left half exhaust Ti is 6.5 eV. Ti could not be measured in
the upstream region due to low emission (due to low Te)

there. Nevertheless, previous MRX experiments [31] have
shown that Ti ≈ Te in the upstream region. Using this
assumption, we estimate the increase in the thermal energy
of the ions per unit time to be ∼ 0.2 MW. This is within a
factor of 2–3 of

R
Ji · E d3x. However, the change in the ion

flow energy per unit time is negligibly small [ΔWflow;i ≈R ∇ · ð1
2
minv2i viÞd3x < 0.02 MW] as the ion flow mea-

surements are confined to the ion diffusion region limiting
the formation of an Alfvénic outflow.
The gap between

R
Ji · E d3x and the increase in ion

thermal energy per unit time is expected to be accounted for
by loss channels. A well-known energy loss mechanism
for ions in MRX is the charge exchange collision with
neutrals [33]. The measured neutral temperature of 3.3 eV
during GF reconnection in the downstream region supports
ion energy loss via the charge exchange mechanism.
Assuming a uniform neutral density in the reconnection
layer we estimate that the maximum ion energy loss per
unit time to neutrals to be ∼ 0.15 MW. In addition, ion
energy loss is also expected to occur due to thermal
conduction to the exhaust [31].
The above analysis showed that similar energy partition

occur between electrons and ions during GF reconnection
as in antiparallel reconnection [32]. This is interesting as
there are significant differences between GF and antipar-
allel reconnection beyond the obvious presence of GF. The
2D profile of Vp and n exhibits a tilted quadrupolar
structure in GF reconnection which is different from
antiparallel reconnection. The electrons are energized by
Ek and the electron inflow velocity is greater than the
outflow velocity in GF reconnection, while in the anti-
parallel case, E⊥ energizes the electrons, and the electron
outflow velocity is greater than the inflow velocity [32,33].
The regions of ion energization are structured in GF
reconnection. The ions gain energy in the vicinity of high
density separatrices with spatial extent of around ρi, in
contrast to during the antiparallel reconnection where the
ions gain energy over a wide region in the exhaust [35]. Our
experiment provides noteworthy constraints by identifying
factors that may not appreciably affect the energy partition
between the electrons and ions in the reconnection layer.
In summary, to study the conversion of the magnetic

energy to the plasma kinetic energy during GF reconnec-
tion, we have compared 2D profiles of key energy
deposition scalar products, J ·E0, Je · E, Je;kEk, Je;⊥ · E⊥,
Ji ·E, Ji;kEk, and Ji;⊥ · E⊥. The electrons entering the
reconnection layer along B are energized by Ek in the
vicinity of the low-density separatrices. Ek energizes
electrons all the way until the X line forming an accel-
eration-channel-like feature. The electron energization is
most intense at the X line. The outgoing electrons work
against the electric field near the high density separatrices.
The ions are energized ballistically by E⊥ in the vicinity of
the high density separatrices in the outflow region.
The energy conversion results are complemented by 2D

FIG. 3. Energy partition during GF reconnection during qua-
sisteady period. The time variations of the energy partition
quantities are within the error bars. The integration box covers
an area of 4.1 × 4.4ρs.

FIG. 4. Radial variation of Te at Δz ¼ 0 cm.

PHYSICAL REVIEW LETTERS 132, 205102 (2024)

205102-4



measurements of physical quantities that characterize the
reconnection layer and provide references to compare our
results to relevant regions in space observations, other
laboratory experiments, and simulations.
The energy balance analysis by evaluating the terms of

the Poynting theorem shows that 40% of the magnetic
energy is deposited on particles with a 1∶2 ratio to electrons
and ions. Additional measurements showed that the energy
deposited on electrons manifests as thermal energy, part of
which increases Te while the rest is most probably trans-
ported to the exhaust by heat conduction. The energy
deposited on ions enhances Ti with a dominant loss due to
charge exchange collisions and also loss due to thermal
conduction is expected. Future work would be to exper-
imentally evaluate important terms of the electron and ion
energy transport equations [33,36] so that their temperature
increases can be understood in the context of finite energy
transport and loss channels in the reconnection layer.

Data underlying the results presented in this Letter will
be made available via Princeton University’s data reposi-
tory upon publication.
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was supported by Max-Planck Princeton Center for Plasma
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No. DE-AC0209CH11466, and NASA under Agreements
No. 80HQTR21T0053 and No. 80HQTR21T0060.

Appendix: Methodology.—The experiments are conduc-
ted in the Magnetic Reconnection eXperiment (MRX)
[23,24]. A schematic of the experiment is shown in Fig. 5.
The flux cores house the toroidal field (TF) and the
poloidal field (PF) coils. The PF coils are used to produce
antiparallel magnetic fields in the poloidal (r-z) plane of
MRX. The toroidal GF, −Byŷ, is produced by passing a
current through an axial conductor. A time-varying current

through the TF coils produces an inductive electric field
that breaks down the gas to produce plasma. Reconnection
is driven by inducing the radial inflow and axial outflow
of the plasma from the reconnection layer by increasing
the current in the upstream drive coils and ramping down
the current in the PF coils. The reconnection is quasisteady
in this mode of operation where the time scale of variation
of the plasma current is greater than the ion-transit time.
The data reported in this Letter were acquired during the
quasisteady period as in previous experiments on MRX
[21,22,31–33,35].
The experiments are carried out using Helium gas with a

fill pressure of 4 × 10−3 Torr. Multiple triaxial B-dot probe
arrays covering the reconnection layer are used for the
magnetic-field measurements. The current density is calcu-
lated from the magnetic field using Ampère’s law,
J ¼ ∇ ×B=μ0, where μ0 is the permeability of free space.
The inductive reconnection electric field, Ey, is determined
from the rate of change of poloidal magnetic flux using
Faraday’s law assuming toroidal symmetry.
The electron density (n), temperature (Te), and floating

potential (Vf ) are measured using a Langmuir probe [34].
The ion velocity, vi, is measured using Mach probes, which
were calibrated using the ion velocity measured by the ion
Doppler spectroscopy probe [34,35]. The electric probes
are scanned between shots to sample the r-z plane. A total
of 1,700 shots are scrutinized to assemble a refined dataset,
based on consistency in magnetic-field structure and
reference Langmuir probe data. A minor shot-to-shot
variation in the X-line location is corrected by using the
relative position of the probes with respect to the X line.
Gaussian process regression (GPR) [37], a class of

machine learning algorithms, is utilized to construct 2D
data planes from the discrete datasets of electric probes.
GPR makes predictions using the trends in the dataset
without assuming any specific functional form. We train a
GPR model with a radial basis function kernel for each
directly measured quantity using the discrete dataset [38].
The mean profiles and variances are extracted from the
posterior of the trained GPR model. The error propagation
analysis for composite quantities (for example, Ji ¼ envi)
is done using a Monte Carlo method. Samples are drawn
randomly from the profiles of input quantities (n and vi)
according to their respective uncertainty estimates. These
samples are used to construct an ensemble of possible
realizations of outputs (a set of Ji) from which variances are
calculated [39]. Refer to the Supplemental Material [40]
for more details on the application of GPR, and error
analysis.
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