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ABSTRACT

The magnetic reconnection experiment has recently seen short wavelength (kqe � 1) lower-hybrid waves near the electron diffusion region
in strong guide field reconnection. Based on plasma parameters from the experiment, we perform a three-dimensional fully kinetic simula-
tion in order to investigate the generation of the lower-hybrid waves and their effects on the reconnection process. We find that the low-beta
regions around the reconnection site are unstable to the lower-hybrid drift instability propagating in the outflow direction, driven by the dif-
ference between the electron and ion outflows. The waves modify the electron distributions, leading to periodic opening and closing of gaps
in electron velocity space, and provide a small contribution to the anomalous resistivity. Finally, the simulation results are discussed in the
context of space observations and laboratory experiments.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0138278

I. INTRODUCTION

The lower-hybrid drift instability (LHDI) is a plasma instabil-
ity driven by a diamagnetic current drifting across the magnetic
field.1–3 During magnetic reconnection, the LHDI has been
invoked as a source of the numerous lower-hybrid waves found
around the reconnection region in both observations4–8 and labo-
ratory experiments.9–12 In reconnection regions, the expectation is
that short wavelength (electron-gyroradius scale) lower-hybrid
waves with a primarily electrostatic character are found at the
edges of current sheets, while longer wavelength electromagnetic
waves can be found in the current sheet.13 However, recent work
has shown that when there is a guide field, the shorter wavelength
modes are seen inside the current sheet as well.6

The role of these waves in reconnection has been studied in both
simulations and observations. At both the magnetopause and in the
magnetotail, simulations and observations have shown that the LHDI
can cause the reconnection region to become turbulent, leading to
enhanced mixing and transport of particles.14–17 In regions where the
amplitude of the lower-hybrid waves is large, non-gyrotropic perpen-
dicular electron acceleration is seen.6 Lower-hybrid waves are also

seen in the reconnection outflow regions,18–20 which can lead to paral-
lel electron heating.21

Whether the waves contribute to the electron momentum bal-
ance and the reconnection electric field is a continuing area of
research. It has been suggested that the lower-hybrid waves contribute
to “anomalous” resistivity,22 but simulations with magnetopause-like
parameters have shown that the contributions to the reconnection
electric field are small.14,15 Observations at the magnetopause slightly
away from the electron diffusion region have also shown that the
anomalous resistive and viscous terms due to the waves can cancel,
leading to a small contribution to the electric field, though particle
transport is still present.17

In laboratory experiments, however, recent measurements at the
Magnetic Reconnection Experiment (MRX)9 have shown that under
strong guide fields, the plasma conditions near the electron diffusion
region are favorable for the excitation of lower-hybrid waves.
Motivated by these experiments, we perform a three-dimensional
particle-in-cell simulation of asymmetric reconnection in order to
understand how and where the lower-hybrid waves are generated in
the system. We show that in the low-beta outflow regions, the plasma
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is unstable to the LHDI, leading to the generation of lower-hybrid
waves. While the effect of the waves on momentum balance is small,
we show that the waves cause modification of the electron distribution
function, leading to periodic opening and closing of gaps in the elec-
tron distribution in the parallel velocity direction.

II. SIMULATION

In order to study lower-hybrid waves in the reconnection region,
we perform a three-dimensional kinetic simulation using the particle-
in-cell code VPIC.23,24 The initial setup is an asymmetric current sheet,
with the plasma components having Harris-sheet populations in addi-
tion to an asymmetric background. The reconnecting magnetic field
and temperature are determined by14

FðQ0;Q1Þ ¼ 0:5 ðQ1 � Q0Þ þ ðQ1 þ Q0Þtanh
z
L

� �� �
; (1)

where Q0, Q1 are the asymptotic upstream values. To satisfy force bal-
ance, the initial density is given by

n ¼ n0sech
2 z

L

� �
þ Fðn0T0; n1T1Þ

FðT0;T1Þ
: (2)

The parameters of the current sheet are based on recent MRX
experiments, with B1=B0 ¼ 1:25; Te1 ¼ Te0 ¼ Ti0, and n1=n0 ¼ 0:5.
Ti1=Te ¼ 1:23 to maintain force balance. A constant guide field in the
y-direction Bg ¼ 1:8B0 is present, and the electron beta on the high-
density side is be0 ¼ 2l0n0Te0=ðB2

0 þ B2
gÞ ¼ 0:3. The mass ratio is

FIG. 1. Current density jy, electron velocity
uez, and electron beta be in the x–z plane
at y¼ 12.8.
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mi=me ¼ 100, and the ratio of the electron plasma frequency to the
cyclotron frequency is xpe=xce ¼ 2. A reduced mass ratio (compared
to the proton mass) is chosen to provide separation between electron
and ion scales while respecting computational limitations with a three-
dimensional domain. Other possible effects of the mass ratio are dis-
cussed in Sec. IV.

The initial width of the current sheet is L¼ di, where di is the ion
inertial length on the high-density side. The simulation domain is
Lx � Ly � Lz ¼ 40di � 10di � 20di covered by 3072� 768� 1536
cells, initialized with 150 particles per species per cell. The simulation
uses periodic boundary conditions in the x and y directions and con-
ducting walls in the z direction. Reconnection is initiated by a small
perturbation, which causes an x-line to develop in the center of the
domain. In this simulation, the high density plasma is initially in the
z< 100 region. Unless otherwise specified, we use simulation units
with de ¼ 1; c ¼ 1, and xpe ¼ 1. Simulation results are shown at
txci ¼ 49, when reconnection is steady-state. Regarding the choice of
parameters, the density ratio n1=n0, magnetic field ratio B1=B0, and
guide field Bg were chosen according to experimental parameters,
while xpe=xce, L¼ di were chosen due to computational limitations.

III. RESULTS

An overview of the system in a selected x–z plane is shown in
Fig. 1. At this time, there is a well-developed current sheet with a single
x-line as seen in the top panel. The strong guide field stabilizes
lower-hybrid instabilities near the x-line,25,26 causing less visually
pronounced structures in the y direction than those seen in other
asymmetric simulations (e.g., Ref. 14).

The lower-hybrid drift instability that we will discuss in this
paper can be seen in the central panel, which shows alternating uez sig-
natures in the upper-right exhaust. The structures resemble those seen
in Ref. 27, which discussed the LHDI in the exhaust of a symmetric
reconnection region. The lower panel shows the electron beta, with be
being smallest in the upper-right quadrant, where the velocity signa-
tures are seen. This is consistent with the LHDI, where reducing be
makes conditions more favorable for the instability.1,5

A more detailed illustration of the instability is shown in Fig. 2.
Here, the electric field in the x–y plane at z¼ 101.8 is plotted. The top
panel shows Ex, while the middle panel shows the parallel electric field
Ek ¼~E � ~̂b . The in-plane magnetic field is shown as streamlines in the
Ex plot. The electric field signatures show that there are actually two
wave signatures, one associated with the region x> 215 and one in the
region 200 < x < 215. In the x> 215 region, there is a coherent Ex
structure with propagation almost perpendicular to the magnetic field.
The structures in the 200 < x < 215 region have a more pronounced
Ek component and are oblique modes. There are also strong Ek signa-
tures in the x> 240 regions, which may be associated with streaming
instabilities evolving into phase space holes (e.g., Refs. 28 and 29).
Because of the guide field, the electrons are strongly magnetized in this
region so that the perpendicular velocity is primarily due to ~E �~B
drift. As such, Ex and uez show similar structures in the x> 215 region.
We note that Ref. 30 shows electron vortex-like structures attributed
to the Kelvin–Helmholtz instability, but there is no electron velocity
shear in the unstable region in this simulation, meaning that the mech-
anism for generating these waves is different.

The waves in the 200 < x < 215 region have wavenumber
kqe ¼ 0:65, and frequency x ¼ 0:16xpe ¼ 2:17xlh, where x is

measured in the ion frame and xpe and xlh are calculated using local
plasma and field parameters. These waves propagate approximately
100� from the magnetic field. In the x> 215 region, the waves have
x ¼ 0:019xpe ¼ 0:24xlh in the ion frame with close to perpendicular
propagation.

The three-dimensional structure of these waves is shown in the
bottom panel of Fig. 2. To emphasize their structure, regions of
juezj < 0:16 are transparent, and the rendering shows the filamentary
nature of the velocity perturbations superimposed on the current den-
sity in the x–z plane. Three-dimensional magnetic field lines are also
shown, once again illustrating the almost perpendicular propagation.

In the rest of this work, we focus on the waves in the x> 215
region. We first study the dispersion relation of the waves using the
model of Ref. 5, the wave characteristics are compared to the LHDI
dispersion relation obtained from linear theory. This model includes
electromagnetic effects and parallel electron heat flux. The results are
shown in Fig. 3. As can be seen, the plasma is unstable in a narrow
range of angles around the h ¼ 90�, which represents propagation
perpendicular to the magnetic field, and the most unstable mode is
around kqe ¼ 0:7. We note that for the waves in the x< 215 region, a
dispersion analysis using a solver for homogeneous plasmas31 shows
that when a beam population is present, oblique modes can be excited.
Further work on the importance of electron beam populations on the

FIG. 2. (Top) Electric field Ex showing the two waves in the x–y plane at z¼ 101.8.
Black lines show the in-plane magnetic field. (Middle) Ek in the same x–y plane.
(Bottom) A three-dimensional structure of the waves in the x> 215 region. (Ek
data have been Gaussian-smoothed to reduce noise).
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LHDI dispersion where there is a density gradient is ongoing. An
eigenmode analysis may also be necessary close to the current sheet
where the width is�3 times the electron gyroradius.

The waves studied in the simulation have a longer wavelength
than waves with the maximum growth rate in the model (kqe ¼ 0:48
vs 0.7), but remain in the unstable region. The real frequency at
kqe ¼ 0:48 is 0:25xlh, consistent with the measured frequency of
the waves. This suggests that the longer wavelength mode may
saturate at a larger amplitude. We note that LHDI theory with
some finite-beta electromagnetic effects1 predicts that the most
unstable waves have kqe � 1 for these parameters. The importance
of the full inclusion of electromagnetic effects on the range of
unstable k is discussed in Ref. 9.

We now analyze the role of the lower-hybrid waves in the recon-
nection process. One aspect is the contribution of these waves to
anomalous resistivity and viscosity. Typically, the electron momentum
equation is rewritten to decompose terms into their averages along the
y direction and fluctuating components as follows:15,17

hnie h~Ei þ h~ui � h~Bi
� �

¼ �m @hn~ui
@t
þr � hn~uih~ui½ �

� �

�r � h~Pei � ehdnd~Ei � ehd n~uð Þ � d~Bi
�mr � hd n~uð Þd~ui; (3)

where the angled brackets denote y-averaged quantities and d repre-
sents fluctuating quantities. e is the unit charge. Here, the term propor-
tional to hdnd~Ei is usually referred to as anomalous resistivity, while
the combination of the ehdðn~uÞ � d~Bi and mr � hdðn~uÞd~ui terms is
referred to as the anomalous viscosity. Even though the wave propaga-
tion is mainly in the x direction, averaging over the y direction gives
reliable results compared to averaging over a single wavelength in the
direction of propagation. For example, with two simple plane wave

quantities and nonzero kx, ky, f ðx; yÞ ¼ A sin ðkxx þ kyyÞ; gðx; yÞ
¼Bsinðkxxþkyyþ/Þ, we find hfgiy¼ky=ð2pÞ

Ð 2p=ky
0 f ðx;yÞgðx;yÞdy

¼ ABcosð/Þ=2. This is equivalent to integrating in the direction of

propagation k=ð2pÞ
Ð 2p=k
0 AB sin ðkrÞ sin ðkr þ /Þdr ¼ AB cos ð/Þ=2.

As can be seen in Fig. 1, the structure of the current layer around
the x-line is laminar, unlike what is seen in simulation studies using
magnetopause-like parameters.15,16 This is likely due to the lower
density ratio reducing the density gradients in the system, which
drive the instabilities. The contribution of the anomalous terms to
the reconnection electric field is negligible close to the x-line
(<0:01%). Instead, since the waves are primarily directed in the x
direction, we focus on the electron momentum equation in the x
direction using the diagnostic in Eq. (3). This is shown in Fig. 4. In
the region where the lower-hybrid waves are found, the non-ideal
electric field is mainly balanced by the pressure tensor divergence,
while the anomalous resistivity opposes the hnieðh~Ei þ h~ui � h~BiÞ
term. However, its value in this region is approximately 10% of the
non-ideal term, indicating that while the waves facilitate momen-
tum transfer by reducing the electron outflow, the effect in the sim-
ulation is small. The relative contribution of the anomalous

FIG. 4. Terms in the x-directed electron momentum equation. (Top) Contribution of
the non-ideal electric field. (Middle) Pressure tensor divergence. (Bottom)
Anomalous resistivity. Note that e is the unit charge.

FIG. 3. Dispersion relation for the LHDI using simulation parameters. (Top) Real
frequency in the ion rest frame. (Bottom) Growth rate. Both quantities are normal-
ized to the local lower-hybrid frequency.
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resistivity to the y-directed electric field has a similar scale of
approximately 10 to 20% in the region where waves are found.

Finally, we proceed to study the effect of the LHDI on particle
distributions. In Fig. 5, the electron distributions have been reduced to
f ðx; vkÞ, while the ion distributions have been reduced to f ðx; vxÞ.
Similar to other simulations and observations of asymmetric recon-
nection, the electrons show two populations: a core population with
small positive vk and a beam population with strong negative vk. The
beam population is also anisotropic, with T? > Tk, and the velocity
distribution functions are gyrotropic (not shown). The ion distribu-
tions show periodic temperature fluctuations with the same wave-
length as the electric field due to the lower-hybrid waves, while the
electron distribution shows a periodic opening (pink regions at
vk � �0:25) and closing (white shading at the same parallel velocity)
of a phase-space hole in vk correlated with the electric field.

The modification to the ion distribution can be explained by
looking at the ion response. In Ref. 12, which assumes unmagnetized
ions, it is shown that the perturbed distribution function has the form

f1 ¼
�in0e
kmiv5ti

2~v �~E1

ðvx � x=kÞ
e�v2=v2ti

p3=2
;

�iðx�~k �~vÞdf ¼ �vy�f1 �
e
M

E0
@f1
@vy

;

(4)

where the wave is propagating in the x direction and the density gradi-
ent is in the y direction. Here, � ¼ dn0=dy. To calculate the density
and pxx response, velocity moments of ð f 1 þ df Þ are taken.

The ion density response is given by

n1 ¼ i
n0e

mik2v2ti
Z0ðfÞð~k �~E þ i�EyÞ; (5)

while the pxx response, keeping only the terms proportional to Ex is

pxx;1 ¼ �i
eExn0
k

1þ 2f2 þ 2f3Z fð Þ
� �

þ � � � : (6)

Here, ZðfÞ is the plasma dispersion function and f ¼ x=ðkvtiÞ. The
temperature perturbation can be found by calculating Txx;1

¼ ðpxx;1 � n1T0Þ=n0. We find that the Txx;1 � �iAEx , where A is a
positive constant, indicating that the temperature approximately is
�p=2 out of phase with the electric field, consistent with what is seen
in the simulation results, where the peaks of the electric field show an
offset from the regions where the ion distribution is wider. In this cal-
culation, we have used the measured real frequency in the simulation
and the growth rate at kqe ¼ 0:48 from the linear theory. For simplic-
ity, we have used the x components of the quantities in the calculations
as the waves are propagating only 9� from the horizontal.

The periodic phase space gaps in the f ðx; vkÞ distribution require
a different explanation. Based on test particle tracing shown in Fig. 6,
we find that beam particles (blue) are primarily streaming along the
magnetic field in the negative x and y directions, while the core par-
ticles (red) are drifting in the positive x direction. We introduce a sim-
ple model to explain the effect on the distribution function.

We consider static electric and magnetic fields, with a wave prop-
agating in the x direction, with ~E ¼ ðE0 sin kx;Ey; 0Þ and ð~B
¼ B0 sin h; 0;B0 cos hÞ, where h is close to zero. This configuration
represents an almost-perpendicular electrostatic wave in the frame
moving at the phase velocity. For strongly magnetized particles, as in
the simulation, the guiding center equations can be used. The lowest
order equations of motion are ~v? ¼~vE�B; mdvk=dt ¼ eEk � lrB
�m~b � d~vE�B=dt. In this setup, only the Ek term is nonzero in the par-

allel equation of motion because ~B and Ey are constant. The only

FIG. 5. Electron and ion distributions in a cut along x in a 1de by 1de cuboid cen-
tered at y ¼ 12:8; z ¼ 101:5. Electron distributions are reduced to vk–x
space while ions are reduced to vx–x space. The bottom panel shows the electric
field Ex with oscillations having a similar wavelength to the periodic phase-space
fluctuations.

FIG. 6. Test particle trajectories projected into the x–y plane. Blue traces show
beam particles; red traces show core particles.
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nonuniform contribution to ~E �~B is in the y direction, which van-

ishes when the dot product with~b is taken.
To analyze the periodic structure, Ek in the equation of motion is

treated as a small parameter and vk is written as vk ¼ vk;0 þ �vk;1, where
� is an expansion parameter. vk;0 is then a constant, and the first-order
equation is written as mdvk;1=dt ¼ eE0 sin ðkxÞ sin h. Using vx
¼ vk;0 sin hþ v?;x þ �vk;1 sin h, the first-order equation is expanded to
give

m
dvk;1
dt
¼ eE0 sin k X þ v0;xtð Þ

� �
sin h;

vk;1 ¼ �
eE0

mkv0;x
cos k X þ v0;xtð Þ
� �

sin hþ C;
(7)

where v0;x ¼ v?;x þ vk;0 sin h, and X is the particle position at t¼ 0.
The constant of integration C is chosen to make vk;1 ¼ 0 at t¼ 0 so
that the initial parallel velocity is vk;0.

Physically, this gives the pattern seen in Fig. 5, where the maxima
and minima of the separation in electron phase space are approxi-
mately p=2 out of phase with the extrema of Ex, particularly in the
x< 230 region. The physical explanation is that particles coming to a
point in space from opposite sides of the wave front experience differ-
ent phases of Ek and, hence, different accelerations. The two electron
populations start to become out of phase for x> 230, where the gaps
appear more diagonal in vk–x space. A possible explanation is that the
coherent wave structure starts to break down for larger x as shown in
Fig. 2, particularly affecting the beam particles originating on the right.
Note that the model breaks down at v0;x ¼ 0, which corresponds to
particles moving exactly at the wave phase velocity.

IV. DISCUSSION AND SUMMARY

The role of the lower-hybrid drift instability and lower-hybrid
waves in reconnection regions has been the topic of numerous simula-
tion and observational studies. Recent observations5,6,17 and laboratory
experiments9 have shown the short-wavelength LHDI in and close to
the electron diffusion region and have attempted to quantify the con-
tribution of the lower-hybrid waves to the electron momentum equa-
tion (including the reconnection electric field) and electron
acceleration. Magnetospheric Multiscale mission observations have
shown that while the lower-hybrid waves contribute to particle trans-
port and relaxing the density gradient across the magnetopause, their
net contribution to the reconnection electric field is small.17 In cases
with moderate guide fields, the lower-hybrid waves lead to the genera-
tion of vortices that demagnetize part of the electron population, caus-
ing non-gyrotropic electron acceleration to be seen.6 Laboratory
experiments9 have shown that the conditions in the electron diffusion
region are favorable for the excitation of the LHDI, and studies are still
ongoing.

Three-dimensional simulations of the lower-hybrid drift instabil-
ity have shown that for magnetopause conditions, the LHDI causes
the development of a turbulent reconnection layer.14–16 This causes
particle mixing and transport, though the contribution to the recon-
nection electric field by the lower-hybrid waves has been shown to be
small. While anomalous resistivity and viscosity have been seen, they
are due to longer wavelength modes causing kinking of the current
sheet rather than the lower-hybrid waves.15 There are also previous
simulations of antiparallel reconnection in MRX32 in which longer
wavelength k

ffiffiffiffiffiffiffiffiffi
qeqi
p � 1 fluctuations are found. In that case, the

electron-scale modes are stabilized due to the high beta near the center
of the current sheet since there is no guide field.

In the context of these results, we note that the inclusion of a
strong guide field also means that the LHDI modes are stabilized near
the x-line and primarily propagate in the x direction in the lowest b
outflow region. These waves do not contribute to the reconnection
electric field close to the x-line, though they do affect momentum bal-
ance in both x and y directions in the unstable region, acting to reduce
the electron outflow velocity. Similar to the earlier simulations, the
effect of the anomalous terms is small.

The lower-hybrid waves have an effect on the electron distribu-
tions in the reconnection region. As seen in Fig. 5, there are two elec-
tron populations, as expected from an asymmetric reconnection
configuration.14,15,33 Because the waves are not purely perpendicular
to the magnetic field, there is a small Ek component that causes peri-
odic opening and closing of a phase space gap between the populations
in the f ðx; vkÞ distribution.

One major difference between the simulations and observations
or laboratory experiments is the lack of electrostatic lower-hybrid
waves close to the x-line even in the strong guide field regime. Earlier
simulations show strong LHDI at the separatrix,14,16 or in the outflow
regions,27 but only the longer wavelength electromagnetic modes are
seen inside the current sheet.13,14 In this simulation, lower-hybrid
waves are seen throughout the outflow region, unlike in Ref. 27, where
they are confined to regions with enhanced outflow velocity. It is pos-
sible that the numerical parameters, such as the reduced mass ratio,
are affecting the measurement of the waves in simulations. In observa-
tions and experiments, the perpendicular bulk electron velocities regu-
larly exceed the local ion Alfv�en speed vA, while in the
simulations, they are smaller than vA. From the dispersion, the lower
normalized perpendicular velocity leads to a lower growth rate of the
LHDI due to the reduced amount of free energy present.5 The ampli-
tude of the fluctuations is also affected, with DB=B � 1% in this simu-
lation, and <5% in Ref. 27, while they are comparable to the guide
field magnitude in Ref. 6. We do note that the parameters in Ref. 27
are more similar to the event in Ref. 6, where the guide field was
smaller.

Because these simulations require three-dimensions to capture
the LHDI, reduced parameters are necessary due to computational
limitations, artificially increasing the Alfv�en speed and thermal veloci-
ties. It is possible that this is affecting where the lower-hybrid waves
are found in simulations and their effect on the plasma. Additionally,
the artificial xpe=xce ratio effectively increases the temperature of the
plasma species, which may also affect the generation of waves.
Preliminary results can be found in the Appendix, and further study
on this issue will be required.

In conclusion, we have performed a three-dimensional simula-
tion of asymmetric reconnection with a strong guide field based on
MRX experiments. We show that the electrostatic LHDI is found in
the low-beta outflow region as predicted by theory, though the contri-
bution to momentum balance and the reconnection electric field is
small. However, the lower-hybrid waves do modify the particle distri-
bution functions, with the most striking result being a periodic open-
ing and closing of a phase space hole in the electron distribution. The
lack of lower-hybrid waves close to the x-line in simulations compared
to experiments and observations raises questions about the parameters
used to study the LHDI in reconnection simulations.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 30, 042101 (2023); doi: 10.1063/5.0138278 30, 042101-6

VC Author(s) 2023

https://scitation.org/journal/php


This work was supported by NASA Grant Nos. 80NSSC21K1462,
NNH20ZDA001N, and 80NSSC21K1795.

AUTHOR DECLARATIONS
Conflict of Interest

The authors have no conflicts to disclose.

Author Contributions

Jonathan Ng: Conceptualization (equal); Formal analysis (equal);
Methodology (equal); Software (equal); Visualization (equal);
Writing – original draft (equal). Jongsoo Yoo: Conceptualization
(equal); Funding acquisition (lead); Writing – review & editing (equal).
Li-Jen Chen: Supervision (equal); Writing – review & editing (equal).
Naoki Bessho:Writing – review & editing (equal). Hantao Ji: Project
administration (equal); Writing – review & editing (equal).

DATA AVAILABILITY

The data that support the findings of this study are openly avail-
able in NASA HECC, Ref. 34.

APPENDIX: SCALING OF GROWTH RATE

WITH PARAMETERS

Here, we present the results of changing the parameters u=vA;
mi=me, and xpe=xce in the LHDI calculation using the dispersion
relation in Ref. 5. These results are shown in Fig. 7. When increas-
ing uex=vA, keeping all other parameters unchanged, the growth
rate increases.

Changing mi=me affects the value of vA. As such, we provide
results where the unnormalized value of u is kept constant and
where u=vA is kept constant by changing the electron velocity.
When u=vA is kept constant, the growth rate remains approxi-
mately constant. Otherwise, u=vA increases as the ion mass is
increased, leading to an increased growth rate.

In these calculations, changing xpe=xce effectively scales the
value of jBj. This affects other derived quantities, such as vA; qe, and
b. In this case, we keep b constant by scaling the electron and ion
temperatures. When u=vA is constant, the growth rate decreases as
larger (more realistic) values of xpe=xce are reached. When u=vA is
not kept constant, the growth rate increases with larger xpe=xce.

In a reconnecting system, we do not expect u=vA to remain con-
stant as the electron outflows can reach fractions of the electron Alfv�en
velocity. However, the outflow can be affected by the pressure anisot-
ropy and guide field; therefore, a conclusive answer of how these
parameters affect the LHDI in such a system cannot be given here.
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