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Topics

• CDX-U Update: nothing to report, but …

• Reconnection computations

– Tearing mode

– GEM and driven reconnection

– Cylindrical benchmark

• Preconditioning

• SuperLU interface



Reconnection Computations: tearing mode
J. King has extended large guide field linear computations for

benchmarking with theory by V.V. Mirnov. [GP8.00143]

Reaching the asymptotic regime with !
s
< L and L << box requires greater

resolution (packed 120!14, biquartic) than previous cases with L < !
s
.  Table shows

small delta-prime, large-beta regime results.

NIMROD results transition to MHD behavior in the small !
s
 limit.  The theory

assumes a two-fluid ordering and does not match in this limit.



Tearing mode (continued)

• A scan to large "# is inconclusive so far.  Simulation results approach the

MHD limit, and we have a discrepancy in evaluating the analytical prediction.

• Cylindrical benchmarks are being performed for core and edge tearing modes

in RFP equilibria.

• We are also investigating stabilization from non-equilibrium rotation.

• Nonlinear computations (now also with !s< L) will be extended to consider

multiple helicities in slab and cylindrical geometry.



GEM Computations

The GEM problem set-up is artificial, but it has become a standard

test case.

• The equilibrium has a current sheet and density profile width of

order 1 ion skin depth.

• The box size is 12.8!25.6 di.

• Adding guide field damps the two-fluid effect, in agreement with

M3D-C1.



We have found that electron inertia with me=0.01mi facilitates the

magnetic advance, and we are able to reduce artificial particle

diffusivity.

No guide-field case at $"t=28 and

D=5!10-4.

No guide-field case at $"t=28 and

D=5!10-5.

Reducing D changes the maximum kinetic energy by 1% with or

without guide-field.  The timing of the peak is a little more sensitive

with guide-field than it is without.



MRX Simulation

Out-of-plane component of B (left) and

pressure (right) from a 2D two-fluid MRX

simulation show asymmetry due to

geometry.

N. Murphy is investigating the role of geometry in driven reconnection in

the MRX experiment using realistic parameters. [TP8.00013]

• With MHD, current sheets are limited by flux-core separation.

• Pressure from outflow tends to build-up in both MHD and two-fluid

modeling.

• Toroidal geometry is significant in that the two volumes available for

outflow (inflow) differ with push (pull) reconnection.



Cylindrical sawtooth start:

! 

S = " r "Hp =106 " r # µ0a
2 $ "Hp # a µ0% Bp

! 

" = 5#10$3 % = di 2 = 0.11

Calculations reported here also use:

! 

µ0"iso # = Pm = 0.1 µ0D # = 0.01 Ti $ 0

• Aydemir’s resistive MHD case has %MHD&Hp=0.01.

• With a flat pressure profile and q(r)=0.98+0.51(r/a)2 has the 1/1 resonant

surface at r=0.2a.

• NIMROD produces %MHD&Hp=0.0183 and %2fl&Hp=0.0207.

• Computations have been performed with r-# and r-z meshes.

• Spatial resolution for MHD has been varied from 16!18 bicubic, 0'm'2 to

48!48 biquartic, 0'm'10.

• Using non-reduced modeling, Germaschewski’s MRC code has reproduced the

Aydemir 4-field result of nonlinear non-exponential growth for the cylindrical

1/1. [Aydemir, PF B 4, 3469 (1992)]

Parameters from the reference:



Achieving numerical convergence of the fluctuation energy does

not require a lot of resolution for MHD modeling, but ripples in

density appear during saturation.

Magnetic fluctuation

histories (natural log) for a

32x48 bicubic computation

(left) and a 48x48 biquartic

computation (right).

Contours of constant number density for the bicubic computation at 840, 890, 950,

and 1200 &Hp.
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Two-fluid computations need improved preconditioning.

• The only two-fluid computation to run through saturation has

low resolution (14!12 biquartics, 0'n'2).

• At this low resolution, there is no evidence of an increasing 1/1

growth rate at reconnection.

Natural log of kinetic fluctuation energy.



Preconditioning: Even a small nonlinear calculation shows that

toroidal relaxation is needed for the two-fluid model.
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• A computation with a 14!12 mesh of biquartic elements for the r-z plane

and 3 Fourier components takes 40+ GMRES its with SLU preconditioning.

• Test case: 6!6 bicubic and a large initial perturbation of bamp=0.01.

• GMRES its for the HMHD B-advance on restarts after four steps:

• With 3D n, B j+1/2, J j+1/2, and V j+1/2 coefficients:  58

• With $% averaged B j+1/2 :  30

• With $% averaged B j+1/2 & J j+1/2 :  29

• With $% averaged B j+1/2 & J j+1/2 ; continuity=“n=0 only”:  7

• With $% averaged B j+1/2, J j+1/2 & V j+1/2 ; “n=0 only”:  5

•  GMRES orthogonalization accuracy was checked.

Left side of B-advance.



Toroidal preconditioning requires another approximate matrix

that can be inverted relatively easily.

• Poloidal and toroidal operations can be applied sequentially

! 

AM
"1
v# AM pol

"1
Mtor

"1
v   or   AMtor

"1
Mpol

"1
v or additively.

• FFTs will at least be used to transform the operand and resultant

vectors.

• Finite differences in toroidal angle may provide a useful

approximation for the spectral derivatives, leading to tridiagonal or

block-tridiagonal matrices over toroidal angle.

• NIMROD’s layer parallelism and domain swapping will work.

• A module of utility functions and some simple operations based

on 1D-in-$-like equations have been started.

• Limited poloidal coupling may be incorporated if needed.



SuperLU Interface

• To save memory, sets of matrix rows are completed on each processor using

point-to-point communication.

• The implementation now allows a choice of either the distributed-memory or the

full-storage interface to SLU_DIST.

• Full-storage implementation has also been improved by replacing many large

allreduce calls with point-to-point plus allgather operations.

• The changes facilitate intefacing to PETSc--Vadlamani has run both SLU and

MUMPS on real systems.

• Timings on the left show weak scaling with the revised full-storage interface.

• Timings with the distributed-memory interface and reordering are essentially identical.

• Timings on the right represent the distributed-memory interface without reordering.
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