
mailto:jardin@pppl.gov
mailto:rhawryluk@pppl.gov


 
 

Center for Extended Magnetohydrodynamic Modeling 
 
 

Abstract 
 
 
The proposed work aims at developing the world’s most powerful simulation codes for studying the 
macroscopic dynamics of MHD-like phenomena in fusion plasmas, and using them on the most advanced 
computers to address critical issues facing burning plasma experiments such as ITER.   Our 8-institution Center 
has existed since June 2001.  It has already pioneered simulations that have shed new insight in 10 different 
application areas (see Section 2.1).  We have developed excellent working relationships with the SciDAC 
applied math and computer science centers TOPS, TSTT, and APDEC; these collaborations have substantially 
improved the algorithms and efficiency of our leading tokamak global codes, NIMROD and M3D, and have 
facilitated the development of an exploratory code utilizing adaptive mesh refinement.   The physical problems 
we propose to focus on are: sawteeth, tearing modes, resistive wall modes, fast ion modes, disruptions, edge 
localized modes, and pellet fueling.   To develop realistic simulation models for these key phenomena we 
propose to: 1) Critically examine and compare several extended-MHD models (kinetic, hybrid, and two-fluid 
closures), and develop criteria for when each is appropriate; 2) undertake key code development activities 
(efficiently implementing the extended-MHD terms in NIMROD, major upgrade of the finite-element 
representation and time advance algorithm underlying the M3D code); 3) develop a unique common 
visualization system; 4) build upon our excellent relations with the math centers listed above, and initiate new 
collaborations with the Logistical  Network and PERC centers; and 5) begin some integration activities that will 
prototype those required for the Fusion Simulation Project. 
 
 

 
 

Shown on the right is a frame from a NIMROD 
produced movie showing the detailed modeling of a 
high-beta disruption in the DIII-D tokamak.  See section 
2.1.2 for more details. [ courtesy of Allen Sanderson]  
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I. Background and Significance 
 
It is hard to overstate the importance of macroscopic dynamics in tokamak fusion research.   The 
operational space of tokamaks is largely set by non-linear global stability thresholds.  These include the 
instabilities that set current limits, pressure limits, density limits, and limits on the cross-sectional 
shaping.  High performance burning plasma tokamak discharges must necessarily operate near these 
stability boundaries, but can not exceed them.  It is therefore essential that we develop a quantitative 
understanding of the detailed mechanisms that set these operational limits and how they scale with size 
and plasma parameters from the present generation of tokamaks to those of the ITER class. 
 
The high-energy alpha particles present in a burning plasma will have significant effects on the global 
dynamics.  These particles, created in the DT fusion reaction with a birth energy of 3.52 Mev, are 
expected to have a stabilizing effect on the internal kink mode, which can lead to large central 
disturbances (or giant sawteeth).   The alpha particles can also resonantly excite shear Alfven waves, such 
as toroidal Alfven eigenmodes (TAE) or Energetic Particle Modes (EPM, e.g., fishbones).  These alpha-
driven modes can lead to anomalous alpha particle loss, degradation of alpha particle heating, or more 
seriously, damage in the reactor wall.  Therefore, alpha particle physics is a key and essential component 
for understanding the macroscopic dynamics of a burning plasma experiment such as ITER. 
 
It is not only the ability to predict stability thresholds that we are after, but also the ability to control 
them.  It has now been demonstrated in a number of tokamaks that it is possible to apply feedback 
techniques to effectively enlarge the tokamak operating space and to mitigate the destructive 
consequences of off-normal events (i.e., disruptions).   Stability feedback systems under consideration for 
ITER-class devices involve external current drive and heating, pellet injection, and the application of 
magnetic fields.  The design of these feedback and mitigation systems for the next generation of devices 
relies on our ability to understand and to simulate them. 
 
The equations we use to describe macroscopic dynamics in high-temperature magnetized plasma (with or 
without a high-energy alpha particle component) are called the extended-MagnetoHydroDynamic 
equations, or extended-MHD.  These are obtained by combining the low-frequency Maxwell Equations 
with low-order velocity moments of the Boltzmann equation for the electrons and the ions.  These 
equations are closed by one of the techniques described in Section 3.3 of this document.  The resulting set 
of 3D plus time partial differential equations are a generalization of the resistive MHD equations to 
include certain essential kinetic effects that distinguish the dynamics of high temperature magnetized 
plasma from that of a conducting liquid. 
 
The overarching goal of our proposal is to further advance our computational tools so that they will be of 
predictive value in studying the global nonlinear dynamics of  a next-generation burning plasma 
experiment.  In doing so, these tools and results will be an invaluable asset to the ITER design and 
operational teams in making that experimental device as productive and successful as possible.  To this 
end, we need to further develop our advanced extended-MHD models so that they are appropriate to 
burning plasma conditions, and to benchmark these improved models as much as possible in existing 
devices.   We will implement the most effective numerical techniques for our models on the latest 
generation of advanced computer hardware as efficiently as possible, so that high-resolution, high-fidelity 
simulations can be performed using realistic parameters in a practical amount of time. 
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1.1 The CEMM computer codes 
The center is built around the two workhorse extended-MHD codes, NIMROD [1,2] and M3D [3], and 
also involves an exploratory component that has produced an adaptive mesh refinement MHD code, now 
known as the Princeton/LBL AMRMHD [4] code.   These codes are described more in the Appendix. The 
two primary codes, while in many ways similar, have significant differences in the underlying numerical 
representations and in their implementation of extended-MHD models.  Having two code-lines, each with 
their advocates within the group, introduces a competitive “edge” to our collaboration that we find to be 
stimulating and motivating. We consider it essential that the two code-lines continue as they each have 
unique capabilities and the benchmarking of the codes with one another has proven invaluable in 
debugging and in gaining confidence in new and unexpected results.  Having reliable means for 
comparison and testing will become even more essential in the proposed work, as it expands further into 
new physics territory and nonlinear prediction. The AMRMHD code is being applied to several 
applications that are distinguished by their multiple length scales:  the Richtmyer-Meshkov instability, 
magnetic reconnection, and pellet fueling.  These demanding applications are allowing us to evaluate the 
AMR technique and to determine its place in a comprehensive integrated model of a fusion plasma. 
 
1.2 The proposed work 
The new level of funding that we are requesting will allow us to build on the infrastructure we have 
already developed and to take our activities to the next level by undertaking more ambitious (i.e., burning-
plasma) applications and by funding associated efforts in extended-MHD model and code development 
and validation, physics integration, data management, and visualization.  We feel these new activities are 
needed to put the extended-MHD modeling effort on more solid ground theoretically, computationally, 
and applications-wise   Through this proposed work scope, this Center will remain the worldwide leader 
in 3D modeling of the global dynamics of fusion experiments and will play a big role in shoring up the 
scientific foundations for ITER and other burning plasma devices.  The work will be performed thru the 
partial funding of  10 leading computational physics researchers in the field, 1 algorithmic computer 
scientist, 3 junior researchers (or postdocs), at least 2 students, 2 data management and visualization 
specialists and an analytic theorist who is a recognized expert in the extended-MHD equations.  The 
proposed work, including milestones, is described in much greater detail in Section III   Note that if the 
proposal is only partially funded, we will have no choice but to eliminate one or more of the new junior 
staff positions and to proportionally cut back on the proposed work scope and milestones. 
 
1.3 History of the Center of Extended Magnetohydrodynamic Modeling (CEMM) 
The Center was founded in the summer of 2001.  During these last 3 years, the CEMM group has 
transformed itself from a collection of separate groups to an actual Center of intellectual and 
computational activity in extended MHD.  We have had 2-3 meetings per year, documented on the 
“workshops” page of our website http://w3.pppl.gov/CEMM.  When these meetings are held as satellite 
attachments to the APS or Sherwood meetings, they normally draw 30-40 participants, many more than 
what are actually funded by our Center.   The Center members engage in much more frequent 
communication through conference calls and extensive email discussions.  We have learned much from 
one another and also from our other SciDAC collaborators, and have benefited from yearly meetings with 
our Program Advisory Committee (PAC).  Even the modest funding that we received in the last round has 
had a large effect in allowing us to pursue the common goals of the Center:  pioneering new applications, 
understanding new physical phenomena, development of improved extended-MHD physics models, code 
benchmarking, and advanced algorithmic and visualization development.  As one measure of success, we 
note with pride that CEMM applications were featured as two of the three fusion “Advances in 
Computational Science” in the newly released NERSC 2003 annual report. [5] 
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II. Preliminary Studies  
We highlight here some of our progress in the form of new application results and code development 
accomplishments during the first grant period. 
 
2.1 Application results 
2.1.1 Physics of the “current hole” (and the importance of extended-MHD effects):  [6,7] 
One of the greatest successes of fusion MHD in the last few years was to provide an explanation of the 
“current hole” phenomena.  It was observed in large experimental facilities in Europe and Japan that the 
current density in the center of a tokamak can be made to go to zero, but cannot be made to reverse sign, 
regardless of what current-drive sources are applied to it.  We have used the M3D code to explain this 
curious phenomenon by showing that as the current density begins to reverse, strong flows develop that 
cause a form of magnetic reconnection to occur that has the effect of clamping the current density near 
zero, as shown in the midplane current density plots in Figure (1).  This is important since these 
configurations with near-zero central current density have very good energy confinement and other 
properties that may form the basis for a more attractive fusion reactor.  The study of this phenomenon has 
been extended to high-beta, where two-fluid effects were shown to be essential in providing an effective 
poloidal rotation of a meta-stable state that would otherwise halt the reconnection. [8] 
 
2.1.2 The Dynamics of high-beta disruptions: [9] 
We have used the NIMROD code to calculate details of a disruptive termination of the DIII-D tokamak 
(Fig. 2) when it is slowly heated to a pressure exceeding the ideal-MHD stability limit.  The calculation of 
the “thermal quench” included a moving plasma/vacuum interface and an accurate treatment of the rapid 
heat loss along magnetic field lines that connect with the surrounding vessel as a result of the instability.  
We find that the plasma thermal energy is deposited in a localized beam, in good agreement with 
experimental measurements.  A related calculation with M3D has been used to determine the induced 
currents in the vessel during the subsequent “current quench” phase of the disruption. 
 
2.1.3 Suppression of the Richtmyer-Meshkov Instability by a Magnetic Field: [10] 
We have been the first to demonstrate, using our Chombo-based Adaptive Mesh Refinement (AMR) 
MHD simulation code, that the presence of a magnetic field will suppress the growth of the Richtmyer-
Meshkov instability when a shock wave interacts with a contact discontinuity separating ionized gases of 
different densities.  The top and bottom images in Figure (3) contrast the interface without (3a) and with 
(3b) the magnetic field.  In the presence of the field, the vorticity generated at the interface is transported 
away by the fast and slow MHD shocks, removing the drive of the instability 
 
2.1.4 Magnetic Island Thermalization at Realistic Parameters ( local and non-local kinetic closure):  
[2,11]   Development of the high-order finite element representation in NIMROD has enabled the use of 
realistic ratios (up to 1011) for the parallel ( χ& ) to perpendicular ( χ⊥ ) thermal conductivity for the first 
time in a fully 3D global calculation.  Figure (4) (dotted line) illustrates a benchmark result on the width 
of a helical magnetic structure (called a “magnetic island”)  required to influence the temperature 
profile.  This verified the theoretical prediction for cylindrical geometry that the required anisotropy ratio 
for flattening the temperature profile within the island will scale as

dw

4
dwχ χ −

⊥& ∼ , and extended this result 
to toroidal geometry for the first time.  Also shown (solid line) is the result with a non-local kinetic 
expression for the parallel electron heat flow.  Comparison with the local, heuristic closure shows more 
robust flattening of temperature at smaller island widths.  Such quantitative calculations of electron 
temperature flattening are crucial to predicting the growth of neoclassical tearing modes from seed 
islands. 
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2.1.5 Diamagnetic stabilization of MHD modes and enhanced reconnection in Stellarators: [12,13] 
Our work has shown that extending the MHD description to the two-fluid model is essential in predicting 
the stabilization of an important class of localized instabilities in stellarators.  Figure (5) contrasts two 
M3D simulations of the quasi-axisymmetric NSTX stellarator at high beta (pressure).  The figure on the 
left shows stochastic field line traces for a pure resistive MHD simulation.  The one on the right, which is 
seen to have good surfaces, included the two-fluid terms.  The more complete plasma model generates 
self-consistent large-scale (diamagnetic) plasma flows that stabilize the localized resistive ballooning and 
interchange instabilities. The two-fluid nonlinear effects can also strongly accelerate magnetic 
reconnection and island growth.   This effect, which increases strongly with beta, suggests that there is a 
natural “soft” beta limit in stellarators, where magnetic islands grow larger as beta increases, until plasma 
confinement is seriously degraded and beta saturates despite additional heating.  The two-fluid terms have 
been shown to have effects similar to the 'parallel momentum damping' of the neoclassical stresses.  These 
terms should be considered in evaluating neoclassical island theories, which depend on background 
rotation and electrostatic potential.  These questions remain to be investigated in detail. (see Sec. 3.1.2) 
 
2.1.6 Pellet fueling of a tokamak:  [4] 
We have used our AMR code to provide a realistic and efficient calculation of pellet fueling of a high-
temperature tokamak (Fig. 6).  In this process, a very small pellet of frozen hydrogen is injected at high 
velocities into the large plasma torus.   The pellet causes a rapid, local pressure increase which drives a 
localized instability that tends to redistribute the pellet mass.  Initial results from this demanding 
simulation are in qualitative agreement with experimental results.  The AMR feature led to a calculation 
over 30 times as efficient as a uniform mesh equivalent.  
 
2.1.7 Energetic particle driven modes in Spherical Tokamaks:  [14] 
Recent NSTX experiments show rich beam-driven Alfven instabilities in neutral beam-heated plasmas. 
The M3D code, with a kinetic energetic particle component included, was applied to simulate the beam 
ion-driven Alfven instabilities in NSTX.  In the linear regime with an isotropic beam ion distribution, the 
M3D simulation results show unstable Toroidal Alfven Eigenmodes (TAE) with frequencies consistent 
with experimental observations in NSTX. For a more realistic anisotropic distribution, the dominant linear 
n=2 mode has a significantly lower frequency as compared to TAE's frequency.  In the nonlinear regime, 
the M3D simulations show that the n=2 mode's frequency chirps down as it moves out radially (See Fig. 
7). 
 
2.1.8 Effects of Strong Toroidal Shear on MHD Modes:  [14] 
New stabilizing effects have been demonstrated by including the effects of rapid rotation in the 
calculation of Spherical Torus (ST) stability.  The sheared toroidal flow can have a strong stabilizing 
effect nonlinearly and, as shown in Figure (8), can cause saturation of otherwise unstable modes if the 
rotation profile is maintained.  These M3D simulations may account for the exceptional stability recently 
observed in high-pressure discharges in the National Spherical Torus Experiment (NSTX). 
 
2.1.9 MHD and energy transport in SSPX: [15,16] 
Through numerical simulation of the SSPX spheromak at LLNL, we have shown that a synergy between 
transient MHD effects and temperature-dependent transport coefficients leads to conditions that reach 
approximately 100 eV.  Using recent developments for collisional heat transport, Ohmic heating, and 
temperature-dependent resistivity with parameters and the current waveform used in SSPX, NIMROD 
simulations form large closed flux surfaces, allowing the simulated core plasma temperature to increase in 
good agreement with laboratory Thompson-scattering data (Fig. 9).  The symmetry-restoring magnetic 
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reconnection occurs in the edge plasma, which cools and loses conductivity after the initial drive phase is 
complete.  The close agreement throughout the nonlinear evolution from 3D chaotic magnetic topology to 
symmetric flux surfaces speaks to the accuracy of both the MHD and energy transport modeling. 
 
2.1.10 MHD behavior in CDX-U [17] 
Time-step and spatial resolution requirements presently preclude us from modeling all but the fastest 
MHD events using the actual parameters in today’s largest tokamak fusion experiments.  However, we 
have begun an experimental verification program using data from one of the smaller, less computationally 
demanding experiments:  CDX-U (PPPL).  The CDX-U small tokamak exhibits periodic central 
reconnections (sawtooth oscillations) that can be qualitatively reproduced with the simulation codes.  
Matching the repetition period and crash time is presenting an excellent test for the extended MHD 
model, as well as a testbed to benchmark the nonlinear predictions of M3D and NIMROD with one 
another.  Having the two codes compute the same case turned out to be especially important in this 
application as we found that some higher-n unstable modes, which we originally thought to be numerical 
artifacts, were in fact valid solutions of the resistive MHD equations and were obtained by both codes.  

(5)
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Figure 1-9:  Illustrations of 9 of the applications accomplished during the first funding period. 
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2.2  Algorithmic Development and Code Performance 
2.2.1 Linear Solvers and TOPS:   
Both M3D and NIMROD solution times are dominated by the sparse matrix solves.   NIMROD had 
previously used the conjugate gradient method together with a global line-Jacobi preconditioning 
technique.  Working with the TOPS center, it was found that modern parallel sparse direct solvers are 
more effective on the very ill-conditioned matrices, and implementing SuperLU provided a factor of 4-5 
improvement in computational time for nonlinear applications—even much more for linear calculations.  
In M3D, a reformulation of the equations suggested by the TOPS center allowed the sparse matrices to 
become symmetric. This permitted use of the new PETSc ICCG solver rather than GMRES, which led to 
about a factor of 2 decrease in computational requirements. The TOPS center has also supplied routines 
that support interfacing high-order finite elements with the AZTEC parallel solver library and interfacing 
with efficient algebraic multi-grid methods from HYPRE.  The HYPRE routines will be especially 
effective for the larger matrices we will encounter for the work proposed in Sec. III. 
 
2.2.2 Adaptive Mesh Refinement and APDEC:  
We have worked jointly with the APDEC center in developing the new Princeton/LBL AMRMHD code 
and in applying it to several demanding applications with multiple space scales.  This involved jointly 
developing a generalized upwind 8-wave MHD solver[18-23] that is fully second order accurate and has 
corner coupling to minimize dispersion caused by wave propagation oblique to the grid lines.  This work 
has already led to several publications [4,10] described above.  This highly successful effort was funded 
jointly by the APDEC center and the Scientific Application Partnership Program (SAPP) and we expect 
this funding arrangement to continue into this next funding cycle. 
 
2.2.3 High Order Elements and Advanced Meshing and the TSTT. 
 Through extensive discussions between 
CEMM members and the Trellis team at 
RPI and with TSTT researchers at ANL, 
we have carried out systematic tests of 
different classes of high-order finite 
elements on fusion extended-MHD 
relevant problems.  These studies have 
confirmed the benefit of high-order 
elements [1] and also led to the discovery 
of an alternative element with C1 

continuity [24] that is now being 
proposed to be implemented in M3D.  We 
have also collaborated with the TSTT to 
investigate using the CUBIT mesh 
generation program as a means to provide 
general geometry modeling for the 
NIMROD preprocessor. 

 

 
2.2.4 Parallel Scaling and performance 
The extended-MHD codes are typical of man
physics in that their solution time is dominat
scale to very large processor number.  Howe
dimensions, we have been able to obtain ade
problem sizes.  The results of typical strong s

 

Figure 2.2.4 Both NIMROD and M3D exhibit strong scaling that begins to
deteriorate at about 500-1000 p for typical problem sizes.  NIMROD runs 
had 64 × 128 bi-quartic elements, 6 toroidal harmonics (held fixed).  M3D 
runs had 5000 linear poloidal elements, 512 toroidal zones (held fixed). 
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in Fig. 2.2.4.  Note that this is for strong scaling with the number of spatial zones held fixed.  Weak 
scaling studies, of course, show much better scaling behavior with number of processors. 
 
2.2.5 Model studies in support of algorithm development 
Implicit methods can eliminate the fast time-scales of a stiff system.  This can be thought of as an 
alternative to applying an analytic ordering..  The numerical computation determines the balances that 
would otherwise need to be removed analytically using higher-order relations of a small-parameter 
expansion.  In many cases (but not all), this leads to a simpler, more general, and more flexible numerical 
implementation, since any important higher-order contributions are necessarily present in the primitive 
equations.   
 
The trade-off is the effort required to construct an accurate and numerically stable implicit algorithm, and 
this can only be done with a firm theoretical understanding of all behavior represented in the primitive 
equations.   In this spirit, CEMM has undertaken a review of the dispersive normal modes in extended-
MHD systems of equations, the results of which are summarized in Table 2.2.1. 

Table 2.2.1  Dispersive Modes in Extended-MHD Models 

Mode Origin Wave Equation Dispersion Comments 
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Notation:      is the ion gyro-radius;     Vth* = Te / mi ; ;   η4 = nTi / 2Ω ;   η3 = 2η4 ρi = Vthi / Ω   ρs = Vth* / Ω

Each mode given in the table can be obtained in the proper limit of the general dispersion relations for 
magnetized plasmas [25]; however, the gyroviscous responses are seldom considered.  They appear in the 
lowest-order FLR corrections to solutions of the MHD equations [26] and include a dispersive mode that 
propagates perpendicular to the magnetic field.  These limiting forms of the higher order terms in the 
extended-MHD equations form the basis for the new implicit algorithms discussed in Sec. 3.3. 
 
2.2.6 Code Validation and Verification 
The Center recognizes the critical importance of a thorough validation and verification regime.  We have 
approached this by performing cross-code comparisons and by comparing with experimental data.  The 
cross-code comparisons involved several linear problems in ideal MHD, resistive MHD, and hybrid 
energetic-particle MHD that are described on our web site.  We are now engaged in a nonlinear cross-
code comparison, briefly described in Sec. 2.1.10, that is proving much more difficult (and rewarding) 
than what we had first anticipated.  The beginnings of the joint visualization package has allowed us to 
make detailed comparisons of the differences of the predictions of M3D and NIMROD on the same 
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application, which have in turn forced us to examine the numerical representations used in each of the 
codes in greater detail.  This non-linear cross-code comparison will be one of the major focuses of the 
next CEMM meeting, to be held on April 25th, 2004.   The codes have been and will continue to be 
compared with experimental results whenever this is feasible.    Essentially all of the tokamak 
applications described in Sec. 2.1 involved some degree of experimental comparison.  Through the 
institutions represented in the center, we have access to data and good working relationships with NSTX, 
DIII-D, CMOD, CDX-U, as well as JET and other foreign devices through international collaboration 
agreements. 
 
2.3 Summary of Phase-I activities 
Even though our center was funded at only half of the requested amount of $1,000 k/year for 3 years 
starting in the summer of 2001, we have accomplished most of the milestones listed in our 15 March 2001 
proposal, and gone beyond several of them.  The principal applications have been highlighted in Sec. 2.1 
above.  These led to 3 IAEA papers in FY 2002, 4 Invited APS talks, 4 IAEA papers being submitted this 
year, and 13 refereed publications.  In order to accomplish these activities, the following code 
development activities took place: 
 
We developed a much more general mesh module for the M3D code that facilitates parallel scaling and is 
suitable for stellarators.  The drift-ordered two-fluid equations have now been incorporated in M3D and 
have been applied to tokamaks, STs, and stellarators.   A fully parallel hybrid energetic particle module 
has been developed and applied to TAE and fishbone modes in tokamaks and STs.  The boundary 
conditions have been generalized to allow a separatrix, a vacuum region and a conducting wall. [27] 
 
We have redesigned the linear solvers in the NIMROD code to allow non-Hermitian matrix solves.  A 
semi-analytic CEL based closure for electrons has been developed and used in several large calculations.   
A parallel hybrid energetic particle module has been developed and used to perform test problems.  We 
also developed a boundary condition for NIMROD that allows a separatrix, a vacuum region, and a 
conducting wall.  We have made significant progress in developing an implicit treatment of some of the 
critical two-fluid terms (discussed more in Sec. 3.3) and equilibrium flow.  [see 
http://www.cptc.wisc.edu/sovinec_research/meetings/sovinec_aps03poster.pdf] 
 
The extension of the MHD model beyond resistive MHD (see Sec. 3.2) has been shown to be critical in 
the applications discussed in Sections. 2.1.1, 2.1.2, 2.1.5, 2.1.7 and 2.1.10, as well as in many others.  The 
new terms that appear in the two-fluid model have now been shown to stabilize high mode number MHD 
instabilities and they have also been shown to strongly accelerate magnetic reconnection [28-30] and 
island growth, particularly in stellarators.  Including the energetic particle component in a hybrid 
description has also been shown to be an effective method of simulating energetic particle driven 
instabilities.  These successes provide increased motivation to further refine and test the extended-MHD 
models and to apply them to new and more challenging applications as discussed in this proposal. 
 
The accomplishments listed above, the extensive non-linear M3D/NIMROD benchmark now underway 
and described briefly in Sec. 2.1.10 and the joint visualization activity described in Sec. 3.5 show that our 
group has a history of working together and accomplishing what it proposes.  This should give some 
confidence that the work described in the present proposal will be carried out if it is fully funded.   
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III. Research Design and Methods 
 
3.1 Applications: 
We list here some of the new applications that will be pursued for the present proposal.  These 
applications were selected because of:  (1) their importance for a burning plasma, [31] (2) our perceived 
ability to make progress on them, and (3) the need for each of them to make use of advanced computing 
resources. Most of these applications will be performed with several physics models (see Sec. 3.2) in 
order to clarify the dominant physical effects.  At the end of each description, we list the specific 
questions that are outstanding in that area, and which we will be addressing. 
 
3.1.1 Full nonlinear sawtooth oscillation modeling in fusion –grade plasmas 
The sawtooth instability occurs when the current peaks in a tokamak, creating a region in the center where 
the safety factor is less than unity, q < 1. While this instability is confined to the center of the plasma in 
low pressure, low current, large aspect ratio discharges, under certain conditions it can create magnetic 
islands at the outer resonant surfaces and sometimes set off a sequence of events that leads to a major 
disruption.  Under some circumstances the reconnection following the sawtooth is observed to be 
complete (Kadomtsev-like), but in other conditions it is incomplete.   Sawtooth behavior is complex and 
remains incompletely explained. 
 
The challenge is to develop a better predictive model of the sawtooth for all plasma conditions.  Extended 
MHD offers additional processes that influence sawteeth --linear mode and nonlinear ion diamagnetic 
drift stabilization, nonlinear ‘kinetic Alfven wave’ and 'whistler wave' enhancement of the reconnection 
rate, and neoclassical effects -- all of which will affect the sawtooth behavior in burning plasmas. 
 
When an energetic particle component is present, sawtooth oscillations can be delayed leading to “giant 
sawteeth”.  This has been observed in both Ion Cyclotron Resonance heating (ICRF) and Neutral Beam 
Injection (NBI) discharges [32]. Recent experiments [32-34] have demonstrated that the sawteeth 
suppression results from energetic ions stabilizing the internal kink mode as predicted by theory [34, 35]. 
This fast particle stabilization arises from conservation of the third adiabatic invariant for trapped fast 
particles [36] when their toroidal precession time scale is much shorter than that of internal kink mode. 
 
The study of this instability with the extended-MHD codes will be the most self-consistent and 
comprehensive yet undertaken.  It will include full geometry effects, both trapped and passing particle 
kinetic response with finite orbit width, and non-perturbative effects of alpha particles on the mode 
structure. This study will determine how effective the fusion alpha particle stabilization is for typical 
ITER parameters and profiles and this will in turn determine the possible extension of sawteeth period. 
 
We will explore the alpha particle effects on the whole process of sawteeth oscillations. Another 
important question to answer is what is the additional alpha particle transport induced by sawteeth. These 
questions can be studied self-consistently by our hybrid extended-MHD model. (Sec. 3.2.7)  However, we 
realize that this nonlinear aspect is very challenging due to two reasons. First, we expect that there will be 
order of unity change in the alpha particle distribution due to sawteeth so that the standard δf method may 
not be effective in reducing the particle simulation noise for the whole simulation. Second, the simulation 
of a whole sawteeth period for burning plasma parameters is computationally demanding even using a 
simple MHD model.  We can begin immediately with scaling studies at reduced parameters, but the 
improved numerical methods, described in Section 3.3 will be needed in order to simulate sawteeth 
oscillations with alpha particle effects for realistic parameters of ITER.  The outstanding questions are: 
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• What will be the period and inversion radius of the sawtooth oscillation in an ITER-class burning 
plasma, as a function of plasma current and pressure? 

• What physics underlies complete and incomplete reconnection during the sawtooth? 
• Under what conditions will the sawtooth instability trigger the onset of a metastable island 

(neoclassical tearing mode) or lead to a disruption? 
• How does this picture change in the presence of energetic particles? 

 
3.1.2 Tearing mode and neoclassical tearing mode excitation in high-beta plasmas: 
The neoclassical tearing mode (NTM) occurs when a magnetic island develops in a tokamak causing the 
pressure to flatten, which subsequently causes the neoclassical “bootstrap current” to decrease, in turn 
causing the island to continue growing.  Experimentally, the NTM is thought to limit the obtainable 
pressure in many long pulse tokamak discharges. [37-40]  For these studies, an anisotropic thermal 
conduction model and a neoclassical closure for the ion and electron viscous stress tensors are essential.  
 
The conventional theoretical analysis suggests that a seed island is necessary for the bootstrap current to 
affect the nonlinear evolution, but the physics underlying the generation of small seed islands is poorly 
understood both experimentally and theoretically.  Experimentally, NTMs have been correlated to other 
magnetic perturbations  including the internal kink,  magnetic field errors, edge localized mode (ELM), 
and other tearing modes; however, “spontaneous NTMs” are also frequently observed.  For the cases of 
MHD coupling to produce seed islands, the island rotation plays an important role [41].   Experimentally, 
magnetic islands rotate, and this rotation is observed in the extended-MHD codes when “two-fluid” or 
neoclassical pressure effects are included. [55] At present however, there is not confidence that the correct 
rotation velocities are predicted by the present models. 
 
A strong emphasis will be placed on extending the realism of the closure model in the two-fluid equations 
and on comparing with relevant experimental results and analytic theories.  Thus, much of the work in 
this application is closely tied to the developments of better extended MHD models as is discussed in Sec. 
3.2. 
 
Where NTMs cannot be avoided, active stabilization is required.   Electron-cyclotron current drive has 
been experimentally demonstrated to stabilize tearing modes.  We propose initially implementing existing 
models of RF driven current in M3D and NIMROD to investigate the feedback stabilization of NTMs, 
and later to collaborate with the RF SciDAC team in a more comprehensive integrated simulation as 
described in Sec. 3.4.   The questions we seek to answer in this area are: 

• Which extended-MHD models give adequate agreement with existing experiments for the 
formation, growth, and rotation velocity of the observed islands? 

• What type of disturbance can cause the neoclassical tearing mode to form in an ITER-class 
tokamak? 

• Under what conditions do “spontaneous NTMs” form? 
• What will be the saturated island size as a function of plasma current and beta? 
• What level of external current drive power is required to fully stabilize the NTM? 

 
3.1.3 Nonlinear evolution and control of resistive wall modes, including toroidal flows  
Resistive Wall Modes (RWMs) are external kink modes that would be unstable were it not for the 
presence of a nearby conductor (or wall).  They grow on the resistive time of the wall, but can be 
stabilized by a combination of plasma flow and magnetic feedback.  The application of the extended-
MHD codes NIMROD and M3D to this problem requires non-ideal boundary conditions, which have 
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been implemented during the last proposal period.  RWMs require a dissipation mechanism, such as 
Landau damping.  There are several issues that will be addressed in the present proposal: 
 
RWMs can be stabilized by a toroidal flow velocity which is a few percent of the Alfven speed. Flows of 
this magnitude are not expected to occur in large RF-heated plasmas such as ITER. Nonetheless it is an 
important process and must be considered in interpreting experiments in DIII-D, NSTX and other 
tokamaks. Magnetic error fields are known to cause toroidal flow damping, but the detailed mechanism of 
how they do so is not well understood.   It could be torque produced by islands, a nonlinear process, or it 
may be the result of parallel viscosity or some other process. Simulations will be carried out to try to 
elucidate and compare various mechanisms. The simulations must be closely coupled to closure 
development discussed in Sec. 3.2; in particular, the parallel viscosity will require development of a new 
local closure, and the rotation processes are closely coupled to the 
two-fluid effects.  
 
Near the MHD external kink mode stability boundaries, error 
fields can be resonantly amplified by stable RWMs. This has been 
observed to cause toroidal flow damping and destabilization of the 
RWMs [42]. Although the amplification is a linear process, the 
flow damping can be nonlinear.   We have obtained preliminary 
results on resonant destabilization of RWMs by magnetic error 
fields. The example in Fig. 3.1.3 shows a nonlinear predominantly 
m,n = 2,1 velocity perturbation, and the associated toroidal field 
function, which were excited by an external magnetic field 
perturbation, and which led to a disruption.   
 
There are several active feedback experiments now proceeding or 
planned on present devices.  These are presently being analyzed by 
several linear codes, including NMA, MARS and VALEN.  The 
application of the 3D nonlinear extended-MHD codes to this 
problem would be a large step forward in realism, as it would 
include mode coupling, an improved plasma model, and self-
consistent treatment of rotation.  The outstanding questions are: 

• What are the dominant toroidal flow and RWM damping mech
how do these scale to ITER? 

• What is an allowable error field in ITER as it relates to MHD s
• How much beyond the ideal-wall beta limit can an ITER-class

designed feedback system? 
 
3.1.4 Effects of fast ions: 
The fusion alpha particles will not only stabilize MHD modes as desc
MHD modes unstable (such as fishbone, TAE and EPM). These instab
loss of alpha particles. We propose here to investigate the nonlinear co
instabilities in burning plasmas such as ITER.   
 
Although the emphasis of this work will be nonlinear effects, in the pr
accurate determination of linear stability thresholds in fusion plasmas
has either used global perturbative calculations with full geometry or 
with simple geometry. In contrast, our extended-MHD hybrid model i

 

Figure 3.1.3: Nonlinear electrostatic 
potential (left) and perturbed  toroidal 
magnetic field (right) in a nonlinear 
RWM 
anisms in present experiments, and 

tability limits? 
 plasma operate with a properly 

ribed in 3.1.1, they will also drive 
ilities can in turn cause anomalous 
nsequences of alpha-driven Alfven 

ocess we will also provide an 
.  Most of the previous linear work 
local non-perturbative calculations 
s both non-perturbative and global 
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with full geometric effects. The energetic ions are described by gyrokinetic equations and their effects 
enter the momentum equation via the stress tensor. The important "radiative damping" due to kinetic 
Alfven waves will be treated globally by including the FLR effects of thermal ions to second order in the 
stress tensor (see Sec. 3.2.6). This work will determine self-consistently the stability thresholds and linear 
mode spectrum of alpha-driven TAE/EPM. 
 
Most of the previous analytical and numerical work considered the nonlinear saturation of a single mode 
or a few low-n modes. This work will study the nonlinear behavior of multiple high-n modes driven 
simultaneously by alpha particles. From linear theory, the linear growth rate of alpha-driven shear Alfven 
modes (i.e., TAE/EPM) peaks at kθρα ~ 1. Thus, higher-n modes are expected for an ITER-class device 
due to its larger size and stronger magnetic field as compared to present day tokamaks. Recent linear 
stability calculations with HINST and NOVA-K showed that TAEs with toroidal mode number n~10 are 
unstable in ITER.[43] Furthermore, it can be shown that the number of unstable modes is proportional to 
(a/ρα)2. Thus, we can expect many unstable high-n TAEs driven by alpha particles in a fusion reactor. 
Here, we will investigate for the first time the self-consistent alpha particle transport in the presence of 
multiple high-n Alfven modes in a burning plasma. 
 
To resolve the high-n mode structures most efficiently, we plan to implement a field-aligned mesh in the 
M3D code to take advantage of long parallel wavelengths. (see 3.3.5).  For n ~ 10 modes in ITER, we 
need about 200 radial mesh points, 600 poloidal grid points at the edge and 64 toroidal planes. This 
corresponds to about 107 numerical cells (for linear elements in M3D) and 108 particles.  A typical run at 
this resolution would take about 30 hours using 1000 processors on Seaborg (for 10000 time steps).  The 
higher order C1 elements, being implemented as part of this proposal, should reduce the run time, or 
increase the allowable resolution.  The outstanding questions in this are: 

• How does the presence of fast ions alter the nonlinear MHD behavior of the sawtooth, the NTM, 
and the other MHD modes? 

• What new instabilities are introduced in an ITER-class plasma by the fast ions, and what are the 
non-linear consequences in terms of anomalous alpha particle transport? 

• Under what conditions will a large fraction of alpha particles be lost? 
 
3.1.5 Edge MHD-type instabilities 

12

All tokamaks that operate in a high-performance H-mode similar to the ITER baseline exhibit Edge 
Localized Modes, or ELMs.  Substantial progress has been made on understanding these during the last 
few years, and it is now clear that they are periodic MHD events that have both pressure and current drive 
[44, 45]. The H-mode edge pedestal in density and temperature leads to an edge pressure gradient and the 
associated edge bootstrap current which in turn drive these modes.  We have made excellent recent 
progress in benchmarking NIMROD against the linear codes GATO and ELITE [46], as shown in the 
Figure 3.1.5(a-c).  (The model in ELITE breaks down at low-n, and GATO has practical limitations above 
n ~ 5.)  The models used in ELITE and GATO enforce ideal MHD, assume that the separatrix is a sharp 
boundary, and compute vacuum fields 
with a Green’s function. 
Figure 3.1.5.(a) Comparison of ELM growth 
rate as a function of toroidal mode number for 
NIMROD (with different value of core and 
vacuum resistivity), GATO and ELITE;  (b) 
ELITE eigenfunction for n = 7 (only plasma 
perturbation is plotted); (c) Real part of the 
NIMROD eigenfunction for n = 7, showing 
both plasma and vacuum perturbations. 

 



We now plan to go beyond the linear benchmarking to attempt to model the entire nonlinear ELM cycle. 
The computational challenge here will be to compute efficiently with the large number of toroidal modes 
that will be required for a fully non-linear computation.  This work may lead to future opportunities for 
integration activities with edge physics models.  Among the physics questions to be addressed by this 
work are: 

• What type of ELM behavior do we expect in an ITER-class plasma as a function of current and 
beta? 

• What external mechanisms, such as pellet injection, RF current drive, or boundary modulation, are 
effective in increasing the ELM period and reducing the magnitude? 

• Can the nonlinear results be used to improve the heuristic models that are implemented in global 
transport models? [47] 

• Can non-linear, dynamical models of ELM evolution be effectively coupled with other detailed 
models of edge dynamics and transport? 

 
3.1.6 Disruptions and Vertical Displacement Events (VDEs): 
The highest performance tokamak discharges are often terminated by a major disruption or a VDE.  
Disruptions result from various internal MHD instabilities that destroy magnetic surfaces, which in turn 
causes rapid loss of thermal energy (thermal quench) and then loss of current (current quench) as the 
cooled plasma becomes highly resistive.  VDEs are disruptions that occur after the plasma has lost 
vertical control and drifted upward or downward.  The current that flows from the plasma into the wall 
during the current quench is called halo current. The degree of toroidal asymmetry of the halo current is 
measured by the toroidal peaking factor [48].  This has been obtained from numerous experiments and 
incorporated in an international database. ITER scientists (in particular K. Lackner and S. Ortolani) have 
requested that this data be confirmed and projected to ITER by 3D extended-MHD numerical simulations, 
as it has a big consequence in the structural design of the vacuum vessel and in-vessel components. 
 
MHD simulations have been used to identify the mechanism of a common type of disruption in the TFTR 
high-power DT discharges as a localized moderate-n ballooning mode nonlinearly destabilized by an 
internal kink.[49]  NIMROD studies have reproduced many 
features of a beta-limit disruption in DIII-D [9]. Further studies 
with more resolution and improved physics models will be done to 
produce accurate criterion for such instabilities, which may shed 
light on ways to control them. The long term goal is to provide an 
understanding of all disruptions that occur experimentally and 
ultimately to provide insights leading to disruption-free regimes in 
tokamaks.   Disruption mitigation techniques such as massive 
impurity injection will also be evaluated, extending previous killer 
pellet injection simulations done with TSC [50].  The questions we 
seek to answer in this area are: 

• Under what circumstances will a chain of nonlinear events 
occur in an ITER-class plasma that result in a major 
disruption? 

• What is the thermal quench time for each type of 
disruptive sequence, and where is the energy deposited? 

• What are the mechanical forces on the ITER vacuum 
vessel for different types of disruptions, and how are 
these forces distributed spatially and temporally? 

• Can we design a “killer pellet” or massive gas influx 

 

Figure 2.1.6:  An example VDE is 
shown in which the toroidal magnetic 
field  I=RB� moves down into the wall. 
The poloidal halo current is tangent to 
the contours of I. 
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that, if initiated on an appropriate precursor signal, can significantly mitigate the effects of the 
disruption? 

 
3.1.7 Pellet Injection fueling of a Burning Plasma (SAPP funding) 
As described in the application results Sec. 2.1.6, we have initial results for pellet fueling into a tokamak 
using the generalized upwind adaptive mesh refinement code AMRMHD, developed jointly by Princeton 
and LBL.  We expect to make sufficient progress in the further development of this code in the areas of 
the treatment of stiff anisotropic physics and high-fidelity treatment of the global plasma geometry.  This 
will allow more accurate simulations.   The questions we seek to answer are: 

• Can we reproduce the mass deposition differences between inside launch and outside launch as 
measured on the JET experiment? 

• What mass deposition profile will we get for ITER as a function of pellet mass, injection velocity, 
and injection angle? 

• Can we reproduce experiments performed on JET where Edge Localized Modes (ELMS) are 
induced by pellet injection, and project this to ITER (see 3.1.5) 

 
3.2 Two Fluid and Kinetic Model Development 
 
3.2.1 Background and Goals 
The commonly used “resistive MHD” model is a single-fluid model that does not include finite Larmor 
radius (FLR) effects [51, 52] and is based on the assumption that the particle collision length is short 
compared to macroscopic scale lengths.   To describe a magnetized fusion plasma, one must go beyond 
this description and apply an “extended MHD” model that allows independent electron and ion motions 
derived from the moments of the underlying kinetic equations [52-54].  This procedure produces a 
hierarchy of equations for successively higher velocity moments of the distribution function.  The set is 
truncated at some order by an independent expression (closure relation) for the highest order velocity 
moments.  The lowest order (in ion gyro-radius) corrections to resistive MHD are generally taken to be 
the ion and electron parallel stress tensors and heat fluxes, the Hall and electron pressure gradient terms in 
Ohm’s law, and the ion gyro-viscous stress.  In toroidal plasmas the neo-classical contributions (due to 
toroidal particle trapping) to the parallel stress tensor dominates, and generally the electron heat flux 
dominates the total heat flux.  However, the preferred form of the corrections for different parameter 
regimes is still the subject of research within the fusion theory community. 
As part of CEMM, we propose to undertake research in theoretical and computational plasma physics that 
seeks to answer the following questions that are relevant to practical computation of macroscopic 
dynamics of fusion plasmas: 

• What forms of the extended fluid equations are appropriate for different phenomena and different 
operating conditions? 

• What are the limitations of the drift models?  When must a more general (and complex) 
formulation be used? 

• Under what circumstances can one or more of the extended fluid corrections (Hall term, electron 
pressure gradient, gyro-viscosity, neo-classical effects, etc.) be omitted in a global calculation? 

• What is the most appropriate form, considering both physical accuracy and computational 
efficiency, of the neo-classical corrections to the ion and electron stresses and heat fluxes?   

• To what extent must kinetic integral or hybrid calculations be used to close the fluid equations? 
• What challenges do the advanced closures present for the design of numerical algorithms ? 
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This work will be closely coupled with the code development tasks described in Sec. 3.3. 
3.2.2 Extended Fluid Models of Magnetized Plasmas 
The lowest order finite-Larmor radius (FLR) corrections to the resistive MHD equations take the form of 
modifications to the electron and ion stress tensors and to Ohm’s law.  By considering different orderings 
of the characteristic frequency and velocities with respect to the small ratio of the ion gyroradius to other 
characteristic lengths i Lδ ρ=  , and the order of accuracy with respect to δ  as well as the related /s Lρ  
and id L  (where sρ  is the ion sound gyroradius and   the ion inertial skin depth), it is possible to 
enumerate five different extended MHD models.  These are summarized in Table 3.2.1. 

id

The ion stress tensor is decomposed as ||
gv

i iΠ = Π + Π i .  The parallel component,  , includes the 

neoclassical part , which describes collisional transport in a toroidal plasma. This becomes important 
when the collision frequency is less than the bounce frequency of the trapped particles.  (Note that the 
Braginskii expression is proportional to collision length and is physically unrealistic in fusion plasmas).    
The cross component is taken to be the gyro-viscous stress, 

Π||
ncΠ

gvΠ , as given by Braginskii; unlike the other 
components of Π , it is not dissipative. The last three columns in Table 3.2.1 indicate dispersive (   ω ~ k2) 
normal modes that are introduced by the additional terms in the models.  Each of these modes requires 
special attention when designing algorithms for extended MHD, as discussed in Sections 2.2.5 and  3.3. 
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 1Whistler waves are dispersive waves arising from the J×B term in Ohm’s law.;   2Kinetic Alfvén waves are dispersive waves 
arising from the ∇||pe term in Ohm’s law.;   3These are dispersive waves arising from the gyro-viscosity.; 4 this implies 
consistency in the ordering V/Vthi~δ and Ω/Ωci ~ δ2  where Vthi is the ion thermal speed and  Ωci is the ion gyrofrequency. 5The 
term “generalized MHD” is used to indicate that the parallel stress or pressure anisotropy is retained, so the validity of the 
model is not restricted to short collision lengths.  The conventional Hall-MHD and resistive-MHD models are recovered by 
assuming isotropic pressures.    6In the Generalized drift model, the dependent velocity variable is V = Vi – Vdi, where Vdi =J⊥ 
/ne - B×∇pe/neB2.  See Ref. [55] for a definition of the remaining terms. 7 Electron inertia consistently neglected for simplicity. 
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Closure relations express the components of the stress tensor (and the heat flux, not discussed above) in 
terms of the other dependent variables (density, velocity, pressure) and their gradients.  Fluid closure 
relations are usually local; i.e., they relate the higher-order moments at a point in space to other variables 
at the same point.  However, the long collision length in fusion plasmas suggests the inclusion of non-
local closure effects for the directions parallel to the magnetic field.  The inclusion of kinetic physics, 
especially electron kinetic physics, on MHD time scales is an extremely challenging task, but significant 
progress has been made. CEMM will support research and development under which several models for 
these closures can be tested and validated. 
 
3.2.3 Local closure relations in the general case 
We will consider new improved general expressions for the closure parts that can be determined by local 
conditions.  Specifically, the ion gyroviscous tensor in the general model should include the terms 
associated with the pressure anisotropy and the anisotropic heat flux gradients, in addition to the 
conventional Braginskii term.  These have been recently derived [56] for arbitrary magnetic geometry.  
The corresponding diamagnetic part of the perpendicular heat fluxes was also derived. 
For the parallel closure terms, namely the Π  tensor and the parallel heat fluxes q& ||, one may try solving 
their local evolution equations.  These are available in the literature in the zero-Larmor-radius limit [57, 
58,68], and their finite-Larmor-radius versions have also been obtained [56].  The difficulty with this 
approach is that it increases the order of the system introducing new waves (ion and electron acoustic), 
and that it involves higher fluid moments that must eventually be determined by non-local kinetic 
relations.  However it may be a worthwhile effort, since the results should be less sensitive to 
approximations made in the kinetically evaluated terms than those obtained with lower moment kinetic 
closures.  This will be explored further. 
3.2.4 Drift ordering approximations 
The generalized drift model (last row of Table 3.2.1), a nonlinear generalization of the drift ordering, was 
based on simplified forms of the ion gyroviscous stress tensor [59-61] on a slower-than-MHD time scale. 
The resulting momentum equations were derived to emphasize favorable numerical characteristics as 
well. Work with M3D has shown that the model gives a good approximation to linear two-fluid mode 
stabilization and clearly shows the mechanism of the ion ω*i  stabilization (for the 1/1 mode [55]). The 
'parallel vorticity' part of the ion gyro-viscous stress was found to have relatively little effect on the linear 
or nonlinear mode in many cases.  An important task will be to test the approximation made in the model 
against the more complete models being developed here.  These tests will also be significant to evaluate 
analytical theories of instabilities in two-species systems, many of which are based on variants of the drift 
ordering. 
3.2.5 Parallel integral kinetic closures 
Non-local expressions for the dominant parallel closures, derived by balancing the parallel free streaming 
and pitch angle scattering terms in the drift kinetic equation, are integrals of the fluid variables along 
parallel particle trajectories. [62, 63]  For example, the non-local form of the parallel component of the 

conductive heat flow is  where the non-local dependence on T is 

explicit and K(L,L') contains collisional and trapped particle information [64].  At low temperatures, 
where collision lengths are short, 

[ ]( ) ( ) ( , )dL T L T L K L Lα

∞

−∞

′ ′= −∫q& ′

αq& reduces to the local, Braginskii-like form, while at high 
temperatures where the plasma is nearly collisionless, αq& captures Landau-damping and particle trapping 
physics.  This kinetic closure has been successfully implemented and tested in the NIMROD code [11] 
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and is presently being applied in calculations of heat transport in neoclassical tearing mode and 
disruption simulations.  A similar expression will be derived for the parallel stress tensor, but further 
analytic development, being pursued as part of this proposal,  is needed to include the effects of particle 
trapping in toroidal geometry; i.e., the neoclassical effects.  

3.2.6 Parallel local closures 
Local forms for the neoclassical parallel stress tensors have been incorporated into both NIMROD [65] 
and M3D [3], i.e. ( )2 /nc

i imn B V Biθ θµ⋅∇ ⋅ =B Π .  The local forms are not rigorously derived, but are 
designed to reproduce in an MHD simulation the physics used in analytic derivations [66] which have 
successfully been used in explaining experimental observations [37-40]  M3D has also directly solved the 
anisotropic temperature equations for electrons and ions [67], for the average temperatures 

1
3 2j j jT T T ⊥⎡ ⎤= +⎣ ⎦&   and  using the collisionless MHD temperature evolution equations 

[68], adding a simple collision operator, and closing them with the anisotropic heat fluxes computed from 
the standard M3D models. These closures have the advantage of being easy to implement and are much 
less computationally intensive than any kinetic calculation.  The evaluation of their validity is a big part of 
this proposal.  Currently the simulation closures have only included poloidal flow damping.  For large 
islands, a toroidal flow damping also occurs [69] which is important for large islands and resistive wall 
modes.  Including and evaluating these effects will be important for the applications discussed in Sec. 3.1. 

j j jT T T ⊥⎡∆ = −⎣ & ⎤⎦

3.2.7 Hybrid kinetic closures  
The energetic particle effects enter through the momentum equation via the energetic ion stress tensor:  

 i h
dmn p
dt

= −∇ − × − ∇ ⋅ − ∇ ⋅
V J B Π Π  

Here  and  are the stress tensors of the thermal ions and energetic ions respectively. In the present 
hybrid model implemented in M3D [3] (and now in NIMROD [62]) the thermal stress tensor is closed by 
the drift MHD or resistive MHD model and the energetic stress tensor is closed kinetically by using the 
drift-kinetic or gyrokinetic equation.   In particular, the energetic particle stress tensor is represented in a 
CGL form , and is calculated from an ensemble of energetic particles.  These 
simulation particles are followed in the self-consistent electromagnetic fields by using the drift-kinetic 
equations.  Compared to other simplified models, this hybrid model is fully self-consistent.  It takes into 
account both fluid nonlinearity and particle nonlinearity.  It also treats full geometric effects.   

iΠ hΠ

( )h P P P⊥ ⊥Π = + −I & bb

In last CEMM proposal period, we have benchmarked the hybrid model of M3D against the kinetic-MHD 
stability code NOVA2 [43] and use the code to simulate beam ion-driven Alfven modes in NSTX (see 
Sec. 2.1.7). We have also carried out initial applications of M3D to fast ion-driven modes in stellarators. 
We plan to extend this model in several ways. First, the collision effects on alpha particles will be 
included by using a pitch angle scattering collision operator. The collisional effects are known to be 
important for nonlinear dynamics of alpha-driven Alfven modes near their stability threshold.  Second, we 
will include more complete FLR effects of energetic particles by retaining the off-diagonal terms in the 
energetic ion stress tensor. Third, we will include more complete FLR effects of thermal ions to second 
order in ik ρ⊥ . This can be done by using a more general two fluid model or by using the gyrokinetic 
equation to calculate the thermal stress tensor. It is known that thermal ion FLR effects are essential for 
predicting the damping of TAEs. They are also important for the stability of the internal kink mode near 
the ideal stability threshold. 
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3.2.8  Approach to the development and validation of extended MHD models 
We propose to perform the following tasks in order to develop, understand, validate, and implement 
extended MHD models for computational modeling of fusion plasmas: 

• We will pursue the development of both drift-ordered and general models in our computational 
models, as discussed in Sec. 3.2.1.  M3D already has implemented the drift model, and NIMROD 
is working toward implementation of a more general model (see Sec. 3.2.3) based on a complete 
Ohm’s law and Braginskii gyro-viscosity.  The output of the codes will be compared for test cases 
that are applicable to both tokamaks and other confinement concepts.  In this way we will 
systematically evaluate the limitations of the drift model and the computational efficacy of the 
more general approach. 

• We will evaluate various models for the neo-classical closure, as discussed in Sec. 3.2.6.  This will 
involve the solution of model problems describing neo-classical island growth in slab geometry as 
well as the seeding and growth of neo-classical tearing modes in tokamak geometry.  This latter 
will provide the ultimate validation by direct comparison with experimental data. 

• We will continue the development of general parallel kinetic closures, as discussed in sections 
3.2.5 and 3.2.7.  The integral approach development will focus on implementing an analogous, 
non-local form for the parallel component of the viscous stresses,  Π||α .  The previously 
implemented calculation of      (Sec.  3.2.5) will provide the coding framework for 
calculating  , which again entails integrating fluid quantities along parallel particle trajectories.  
Upon calculating      throughout the plasma domain it is necessary to incorporate it into the fluid 
equations in an efficient, numerically stable fashion.   

q||α
Π||α

Π||e

3.3 Proposed Code Development 
Under previous SciDAC funding, both NIMROD and M3D have become mature as general-geometry 
simulation codes for resistive MHD with multiple time-scales.  M3D treats the fast magneto-acoustic 
wave implicitly to avoid the most severe time step restrictions, and NIMROD uses a semi-implicit 
advance to also remove the constraints from sound and Alfvén waves—time steps remain limited by 
advection in both.  While the advances made for MHD simulations have been significant, extended-MHD 
modeling can be far more challenging.  The presence of dispersive waves in two-fluid numerical 
computations implies that information propagates faster as spatial resolution is increased.  Developing an 
effective implicit (or semi-implicit) treatment of these modes requires constructing numerical operators 
that stabilize the normal modes described in Sec. 2.2.5 without affecting the accuracy of the higher-order 
responses.  Alternatively, two-fluid computation can be accomplished efficiently using equations for the 
drift-order behavior [55], at the loss of some generality.  During the next funding cycle, we will continue 
to develop algorithms for two-fluid simulation, using information provided by the modeling studies 
described in Sec. 3.2, and implement them in NIMROD and M3D, as needed.  In this section, we describe 
the specific tasks required for this effort and other work aimed at improving spatial representations. 
3.3.1 Numerical Considerations for Two-fluid Models 
The equations for general extended-MHD, along with several simpler models that are valid in certain 
parameter regimes, have been given in Section 3.2.  With the exception of resistive MHD, the equations 
of these models contain wave-like phenomena that are characterized by dispersion relations of the 
form .  From numerical analysis and experience with semi-implicit methods for resistive MHD 
[71,72,1], we know that any implicit or semi-implicit methods developed for extended-MHD must not 
introduce artificial mode coupling.  Propagation of fast waves is necessarily inaccurate when evolving 
stiff systems at large time-step, but this will not affect the accuracy of the important slow response if the 

2~ kω
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numerical algorithm respects the orthogonality of the normal modes.  Using MHD as an example, the 
Laplacian operator can be used in a semi-implicit advance, because it slows the propagation of the fastest 
waves [73], but it strongly couples the normal modes and will affect accuracy if the time-step exceeds a 
small fraction of the global Alfvén time.  In contrast, the ideal MHD force operator embodies the 
complete set of independent normal modes responses and when used as a semi-implicit operator, allows 
accurate computation at time steps that significantly exceed the global Alfvén time [1]. 
The dispersive modes described in Sec. 2.2.5 impose even more demanding requirements on implicit 
algorithms for extended-MHD.  Ever-faster modes will be supported as spatial resolution is increased, so 
the global propagation time decreases.  If the algorithm has artificial mode coupling, accuracy 
requirements will then likely require decreasing the time-step with increasing spatial resolution, so the 
promised gain from the implicit advance is effectively lost.  On the other hand, if the implicit algorithm 
respects the orthogonality of all dispersive normal modes, the gain relative to that in resistive MHD is 
much more significant.   
While the numerical simulation of two-fluid models in conditions with widely separated time-scales is in 
its infancy relative to computational MHD, it is a critical-path item for CEMM.  We will therefore pursue 
different approaches to a point where they can be compared and evaluated with regard to what is most 
effective in production simulations.  Among the different possibilities, the two-fluid M3D algorithm 
based on the drift ordering [55] is the most mature.  The others are described in the following section. 
3.3.2 Algorithm development for dispersive modes  
In analogy to what has proven effective for MHD, we expect that the differential operators of the second-
order (in time) wave equations for the dispersive modes will produce semi-implicit operators that avoid 
mode coupling.  These considerations lead us to fourth-order spatial derivative operators, which have 
already proven some merit in this regard [74].  The three approaches that will be considered are: 

• use an auxiliary variable to make a larger system with second-order spatial derivatives, 
• formulate the operator as a filter on the drives, and  
• use the fourth-order operator directly with finite elements that have C1 continuity. 

The first approach has been implemented in NIMROD for the whistler wave during the first grant period 
of CEMM [75], and initial test results for waves in periodic homogeneous conditions indicate acceptable 
numerical dispersion and stability properties.  The magnetic field is advanced in two sequential 
segments—one using the MHD electric fields and the other using the Hall electric fields, as recommended 
in Ref. [74].  Tests of accuracy in ever more realistic computations will continue through the rest of the 
first grant period.  If the algorithm is successful for simulations with Hall physics, it will be applied for 
the other dispersive modes during the second grant period. 
The time-split nature of the first approach leads to first-order temporal convergence [76] that may render 
application to high-performance fusion experiments impractical.  In the second approach [77], the semi-
implicit operator is recast to filter the source terms appearing in the energy and induction equations 
instead.  Here, the exact energy integral is preserved by the semi-discrete (no time differencing) equations 
and the fourth-order differential operator appear through a sequence of steps that use symmetric second-
order operators.  The net result is an algorithm that stabilizes the whistler wave and the KAW and is 
second-order accurate in time.  The implementation of this approach in NIMROD has begun under the 
first grant period. Developments for nonlinear effects will be implemented during the second grant period, 
and tests on real applications will be performed. 
A third approach is based on the representation by C1 finite elements [24] which possess enough 
continuity to handle fourth order operators directly.  This approach has been applied to the stream-
function/potential representation of the velocity field used in M3D and has shown to be effective in 
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allowing large time steps without polluting the spectrum in model 2D problems. This is being currently 
evaluated for suitability in the full M3D code.  This approach is discussed below in Sec. 3.3.4. 
3.3.3 Linear solver development for the implicit two-fluid algorithms in NIMROD 
While the matrices for the MHD part of the NIMROD advance are Hermitian, the two-fluid advances 
require the solution of non-Hermitian matrices.  Initial development has focused on the semi-implicit 
advance for the dominant part of the stiffness arising from linear terms, and the resulting matrices are 
solved with the SuperLU sparse parallel solver library [78] implemented in collaboration with TOPS.  
However, stiffness arising from nonlinear two-fluid terms will lead to non-Hermitian matrices that couple 
toroidal harmonics, and it is not practical to generate the elements of the convolution matrices.  Thus, 
matrix-free methods are required.  A matrix-free conjugate gradient (CG) implementation has been 
successful for the nonlinear resistive MHD system when using global preconditioning that applies 
SuperLU solves of approximate 2D linear systems.  We therefore plan to apply matrix-free generalized 
minimum residual (GMRES) software, suited for non-Hermitian matrices, with global preconditioning via 
SuperLU for the nonlinear two-fluid advance.  Because the solution of these algebraic systems dominates 
the computational effort, optimization is critical.  Accordingly, we will also investigate alternative 
preconditioners, such as multigrid approaches [79] for the matrix-free GMRES solve.  These 
developments will also be applied for the semi-implicit treatment of non-local  discussed in Sec. 
3.2.5. 

  Π||e

3.3.4 Higher-order-of-continuity elements in M3D 
The finite elements presently being used by both NIMROD and M3D are classified as C0 elements, 
meaning that the functions being solved for are continuous from element to element, but their first 
derivatives are not forced to be continuous. We have begun a study of a C1 element, known as the reduced 
quintic triangular finite element, and have found some significant advantages.  The expansion used in the 
element will represent a complete quartic polynomial in two dimensions, and thus the error will be of 
order h5 if the solution is sufficiently smooth.   The quintic terms are constrained to enforce C1 continuity 
across element boundaries, allowing their use with partial differential equations involving derivatives up 
to fourth order.  There are only three unknowns per triangular element in the global problem, which leads 
to lower rank matrices when compared with other high-order methods with similar accuracy but lower 
order continuity.  The preliminary study showed that the element can be applied effectively to anisotropic 
diffusion and the time-dependent MHD and extended MHD equations. [24] 
 
The compact representation associated with this element as well as the fact that its C1 continuity allows 
equations up to 4th order to be represented without introducing auxiliary variables leads to a very efficient 
implicit system for the extended-MHD equations.  A semi-implicit method based on the 2D compressible 
two-fluid MHD equations using the M3D variables has now been formulated and is being tested.  The 2D 
matrices are being solved using SuperLU.  This system will be implemented for the full 3D M3D 
equations, but it still remains an issue how to handle the implicit derivatives in the toroidal direction.  The 
present plan is to use a GMRES iteration, with the 2D SuperLU serving as a pre-conditioner, but 
alternative techniques will be discussed with our SciDAC partners in TOPS. 
 
3.3.5 Straight field line coordinates  
As discussed in Sec.3.1.4, we will investigate high-n TAE/EPM modes in a fusion plasma. Since the 
wavelength of these modes is much longer parallel to the magnetic field than perpendicular to it, we plan 
to implement a field aligned mesh in the M3D code in order to more efficiently represent them. Field-
aligned meshes in a general toroidal system are complicated by the periodicity requirements, but 
techniques for dealing with this for a triangular unstructured mesh as used in M3D have emerged. [80] 
We also expect that this new mesh will have better numerical stability properties since it will do a better 
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job in resolving the shear Alfven wave in a single dimension.  When this is implemented in the M3D 
partially implicit time advance, it should lead to a time step restriction several times larger than the 
current value. 
 
3.4 Integration Activities 
We plan to collaborate with another fusion SciDAC activity, the Electromagnetic Wave-Plasma 
Interaction proposal (D. Batchelor, PI), on the beginning of an integrated calculation of the effect of 
external wave heating and current drive on MHD instabilities.  This activity is prototypical of that which 
would occur in one of the Focused Integration Initiatives (FIIs) called out by the Fusion Simulation 
Project report [81]. 
 
The integration of these two activities is conceptually straightforward.  The externally driven 
electromagnetic waves are much higher frequency than the MHD activity, and so the extended-MHD 
codes NIMROD and M3D will provide a sequence of static 3D “equilibrium geometry files” to the wave 
propagation codes.  These files will contain an accurate description of the instantaneous plasma properties 
and background electric and magnetic field structure.  The wave propagation codes will use these 
geometry files to perform the wave propagation studies and will calculate local 3D momentum and energy 
source terms that will be fed back into the electron and ion equations in the extended-MHD codes.  This 
process will repeat as time proceeds. 
 
Though conceptually simple, there are a number of computational and physics modeling issues that need 
to be resolved by the two teams in order to make such an integrated calculation feasible and practical:  
How is the perturbed plasma distribution function calculated and shared by the two codes?  How does the 
massive data transfer occur?  Can we achieve concurrency with both the extended-MHD and wave-
propagation codes running simultaneously on large numbers of parallel processors?  We are currently 
investigating several software packages that can assist in addressing these and other integration issues, 
among them are:  the Model Coupling Toolkit (MCT), the Distributed Data Broker (DDB), and the 
Common Component Architecture (CCA).  We expect to partner with the appropriate computer science 
group to implement one or more of these in our integration demonstration. 
 
Since these issues, and others like them, will need to be addressed by a large-scale integrated simulation 
eventually, we see this activity as a prototype of those that will be encountered in a full integrated 
simulation of a burning plasma.    These integrated simulations will be used to provide more quantitative 
answers to the sawtooth destabilization and NTM stabilization simulations discussed above in sections 
3.1.1 and 3.1.2.  The “integration” questions we expect to answer in the initial phases of this activity are: 

• How best do we calculate the RF modifications to the electron and ion distribution functions for 
use in the extended-MHD codes? 

• What computational framework is best suited for this coupling activity? 
 
Ultimately, the “bottom line” physics questions we are after are: 

• What power level is required to stabilize the neoclassical tearing mode in ITER with ECH? 
• What power level and frequencies are required for ICRH destabilization of the sawtooth in ITER 

to avoid “giant sawteeth” 
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3.5 Visualization and Data Management (SAPP Program) 
The most popular form of simulation and analysis of M3D/NIMROD data is centered around a single user 
running the simulation and the same user visualizing and analyzing the results. We have been involved in 
two projects to aid in this analysis. Our first visualization project was to create a tool for the M3D team 
for common visualization/data analysis. The HDF5 format of data was chosen as the M3D output because 
it is binary, platform independent, has the concept of parallel IO, hyperslabing, etc.   We are now in the 
process of creating a similar look-and-feel visualization package for the NIMROD visualization.  In order 
to simplify the coding and to facilitate cross-code comparisons, we are using a single code base for both 
the M3D and NIMROD analysis and visualization packages.  This then allows us to create a comparative 
visualization package for these codes, without greatly increasing the complexity of our project.  
 
In our collaborative studies, we have found that data movement becomes very important.  We have begun 
looking at various methods for real-time data streaming of MHD simulation data to collaborators. Our 
approach is based on the method described in [82], where we actually reduced the overhead of the 
simulations running on the supercomputer by threading and buffering the I/O layer.   In order to enhance 
the collaborative nature of the CEMM team, we are currently working with the Logistical Networking 
SciDAC Team [83]. Our vision is to perform the simulations that produce the data on a supercomputer 
(such as NERSC or the ORNL X1) and have the output stream to the collaborators.  As in [82], we will 
construct this such that the MHD codes will not have any additional overhead using the streaming 
routines. The flexibility in these routines, allows us to change the file format if necessary, and it allows us 
to send different portions of the simulation to different researchers in the CEMM team. This becomes 
very valuable when simulations start to generate 10’s of GB’s / simulation. The logistic network allows us 
to use the concept of depots to store this temporary data on various depots throughout the country.  
 
To further enhance the collaborative nature of our project, we propose to build collaborative tools inside 
of our package. This involves transferring the “minimum” amount of data necessary to meet the needs of 
the collaborators. We propose to use the logistic network method of reading x-nodes to transfer data to the 
visualization package, and process information locally. Using low-level socket routines for 
communication, we can transmit the minimal information, such as rotation angles, or GUI interaction, to 
other collaborators.  

 

 

Our current visualization/analysis package is 
very stable, it runs on a wide range of platform

 

 
Fig 3.5:  Left 
shows sample 
screen dump of 
GUI for visually 
exploring data.  
Right shows 
application 
comparing results 
of NIMROD and 
M3D simulations. 

based on AVS/Express. Express was chosen because it is 
s, and it is easy to develop code for users with a limited 
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amount of support. In order to support real-time-interactive visualization, we have integrated several of 
our analysis packages, such as a Poincare plot routine, into our visualization package.   A sample screen 
dump is shown in the figure on the left, where we see that users are presented with a custom interface, and 
have the capability to print publication quality plots. Users can open many viewing windows of different 
functions from different simulations in one session.  In a collaboration with NERSC, we are examining 
3D MHD data visualization using Ensight/Gold and using Paraview.  Both of these systems allow for 
parallel processing of data. We feel that if the M3D/NIMROD data grows about two orders of magnitude 
larger, we will then require parallel data analysis and visualization, which these tools are equipped with.  
 
In order to further investigate the data from the two codes, we have started to prepare an application 
which allows us to directly compare M3D and NIMROD data. Several new modules, including: 
coordinate transformations from M3D coordinates to NIMROD coordinates and phase shifting results will 
be created in the next phase of the proposal.   The figure on the right shows a comparison between a M3D 
and NIMROD simulation. Here the user can analyze the data together to try to understand the differences 
between these two codes.   For this proposal, we will improve and extend these systems as described in 
Sec. 3.7: 
 
Visualizing magnetic and velocity data requires the visualization of  3D vector fields. Visualization of the 
these fields is a difficult and time consuming task because of the large amounts of data and the 
computational expense of calculating streamlines, the most common visualization technique.  To 
effectively visualize vector fields, key features must be detected.  The points at which the vector field 
changes topologically are known as critical points (in three dimensions, there are critical points, lines and 
surfaces, but all are referred to here as critical points). Thus, effective visualization of vector fields lies in 
the effective visualization of critical points and nearby regions. We propose to investigate methods for 
detection, classification, tracking and visualizing critical points and the streamlines associated with them.  
New research in this area may be of value in visualizing vector phenomena in other disciplines.
 
3.6 Planning, management, and collaboration with other SciDAC projects  
The CEMM is a union and extension of two pre-existing teams built around the NIMROD and M3D 
codes.  The internal management of these teams, involving group meetings and conference calls, has 
proven to be effective, and is preserved in the CEMM management.  What we add through the union and 
extension is (1) 2-3 joint technical meetings per year held before the APS and Sherwood meetings, and (as 
called for) a special topical summer meeting, (2) the joint AMRMHD, Visualization, and model 
development activities, and (3) the code comparison activities.  These later two catagories have been 
jointly planned as part of the proposal process, and are monitored  by the lead-PI.  All deviations from the 
baseline plan are approved by the team members via an email and/or conference call discussion.  The 
technical meetings and follow-up communications are the main form of information exchange. 
 
In addition to our internal meetings, we will continue to reach out to the other SciDAC groups for 
collaborative activities.  In particular:    TOPS will continue to interact with us in improving the 
performance and parallel scaling of our linear solvers.  TSTT will continue to interact with us and provide 
assistance in advanced meshing tools and in implementation of the high order C1 elements.  APDEC will 
continue to collaborate with us on the further development and application of the Princeton/LBL 
AMRMHD code, with applications focusing on the simulation of pellet injection into burning plasmas.  
Logistical Network will work with us to set up data depots to facilitate collaborative graphics as described 
in Sec. 3.5. The  Wave-Particle Interaction SciDAC, if renewed, will work with us to prototype a focused 
integration initiative (FII) as described in Sec. 3.2.  The Fusion Collaboratory has expressed an interest in 
incorporating NIMROD and M3D into the fusion grid.  In addition,  PERC has chosen NIMROD as one 
of codes that they analyze in depth with regard to performance analysis, modeling, and optimization. 
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3.7:  Timetable and Milestones 

 Year 1 Year 2 Year 3 
Model 
development 

• Compare IGV stress in 
general ordering with drift 2-
fluid model 

• Clarify 2-fluid effects in 
reconnection: islands and 
1/1 mode 

• Compare two-fluid and 
non-local parallel closure 
for tokamak tearing-mode 

M3D Code 
Development 

• Implement C1 elements in 2-
fluid 2D form 

• Add collision effects to fast 
ions 

• Extend C1 elements to full 
2-fluid linear 3D simulation

• Field-aligned mesh and 2nd 
order FLR  for thermal ions

• Extend C1 elements to full 
2-fluid non-linear 3D 
simulation 

• Optimize matrix solves and 
time advance 

NIMROD 
Code 
Development 

• Implement anisotropic ion 
stress (local operators) 

• Semi-implicit algorithm for 
Hall term 

• Upgrade hybrid option to 
high-order elements 

• Implement and test nonlocal
stress closures and compare 
with local models 

• Evaluate semi-implicit 
algorithms for full 2-fluid 
equations 

• Optimize semi-implicit 
algorithms for two-fluid 
terms 

AMRMHD 
Code 
Development1

• Complete flux-surface grid 
AMR code for ideal MHD in 
tokamaks, including requisite 
mapped-grid versions of 
AMR hyperbolic solver 

• Design and test 4th-order 
finite-volume solver for 
anisotropic diffusion 

• Complete initial 
implementation of 4th order 
anisotropic diffusion solver 
for AMR 

• Complete flux-surface grid 
AMR code for resistive 
MHD 

• Design and test flux-tube 
coordinate version of 4th 
order solver for anisotropic 
diffusion 

Visualization2 • Enhance the joint AVS-
plotting package to allow 
viewing of all variables 
relevant to extended-MHD 

• Develop comparative utilities 
to focus on differences  for 
use in code-comparison 
studies 

• Develop streaming utilities 
to depots to facilitate rapid 
real time data transfer 

• Integrate the Logistical 
Runtime System (Logistical 
networking software) into 
the visualization routines.   

 

• Integrate the magnetic 
island and other advanced 
viz tools  into the 
visualization package. 

• Develop AVS collaborative 
viz  using Logistic network 
technology, and client-
server based minimum 
information  methods  

 
Applications • Calculate 3D halo currents 

for a ITER disruption  
(M3D) 

• Apply non-local parallel heat 
flow to NTMs and 
disruptions 

• Sawtooth with 2-fluid model 
• Investigate fundamental 

physics issues in instabilities 
induced by pellet injection 
with AMR code1 

• Begin discussions to 
integrate RF code with MHD 
code if applicable 

• Study toroidal flow 
damping due to error field 

• Perform a burning-plasma 
sawtooth simulation with 2-
fluid and energetic particle 
effects. 

• High-n alpha-driven TAEs: 
linear stability 

• Compare inside and outside 
pellet simulations with JET 
data (AMR)1 

• Nonlinear resistive wall 
modes with flow damping 
in DIII-D and NSTX 

• Tokamak tearing and NTM 
mode simulations  

• ELM simulations 
• High-n alpha-driven TAEs: 

nonlinear saturation and 
alpha particle transport 

• Project pellet injection 
simulations to ITER(AMR)1

1AMR work is described in APDEC proposal;   2Visualization work is to be funded by SAPP Program 
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3.8 Computing resource requirements 
Essentially all the applications listed in Sec. 3.1 will be resource limited.  The resources available 
determine the allowed resolution, which in turn determines what range of physical parameters can be 
realistically modeled.  The CEMM projects used over 6,000,000 node-hours in FY2003, mostly at 
NERSC.  These were in accounts (mp288, mp21, mp94 ,mp290, mp200, m127,and m275).  In this and 
future years, we expect to use similar amounts and more at NERSC, as available.  We are also beginning 
to work at ORNL, and look forward to production time on both the IBM-SP and the CRAY-X1 there.  In 
addition, we are planning on contributing to the financing and making use of a 16 processor SGI Altix 
350 which will be located at PPPL and will be used mainly for small jobs and for fast-turnaround 
debugging and model testing runs. 
 
3.9 Summary 
The work described here is aimed at developing powerful macroscopic simulation codes and using these 
on the most advanced computers available to contribute to the science base underlying proposed burning 
plasma tokamak experiments such as ITER.  Many of the developments will also have more general 
applications beyond confined plasmas.  The work scope also includes further developing and testing of 
the underlying extended-MHD model, formulating this in a way that can be used to perform practical 
computations, and applying this to the most critical burning plasma global stability problems.  The 
proposal also includes an essential visualization component, an exploratory component with APDEC 
using the AMR technique, and a prototyping component involving code integration. 
 
IV. Subcontract or Consortium Arrangements 
The Princeton Plasma Physics Laboratory (PPPL) is the lead institution for CEMM.  The PPPL-specific 
work will concentrate on the M3D applications involving sawtooth and energetic particle modes, on M3D 
code improvements involving the higher order C1 elements, on the integration work with the Wave-
Plasma SciDAC Center, on the Adaptive Mesh Refinement work (together with APDEC), and on 
developing advanced data transfer and graphics for all the codes. 
SAIC will provide management for the NIMROD team, and will assist with management of CEMM.  
They will derive and implement an implicit algorithm in NIMROD for the ion gyro-viscous stress, will 
contribute to simulations of major disruptions in advanced tokamaks, sawtooth driven islands and NTMs 
in ITER, linear and nonlinear studies of ELMs, and sawtooth dynamics in CDX-U and other tokamaks. 
University of Wisconsin work-scope includes developments for the NIMROD code, application of new 
physical modeling capabilities to high-performance tokamak simulation, and collaboration that will help 
other CEMM groups be successful in their development and modeling efforts.   
Utah State University will derive, apply, and evaluate non-local forms for the parallel heat flow and 
neoclassical parallel nonlocal stress in the NIMROD code. 
The University of Utah will develop advanced tools for visualizing vector field topology of unique value 
to fusion extended-MHD simulations.  
TechX Corporation will work with Eric Held of Utah State to compare local and nonlocal closures and 
use the results for local closure development, and will apply NIMROD to simulations of plasmas 
disruptions and the growth of tearing modes. 
The University of Colorado will develop improved implicit algorithms for integrating the extended-MHD 
equations with the two-fluid dispersive terms present. 
The Massachusetts Institute of Technology will be responsible for development and testing of the various 
extended-MHD models, proposing test problems to elucidate the physical effects included and missing in 
these models, and in carrying out the M3D tearing and neoclassical tearing mode calculations. 
New York University will be responsible for the application of the M3D code to disruption modeling, 
resistive wall modes, and edge localized modes. 
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Budgets and Budget Explanation: 
(per year, in $1000) 
 
Scientific Application: 
 
SAIC  $155 (Schnack, Pankin) 
UW  $140 (Sovinec, Kim, Student) 
USU  $  60 (Held, student) 
TechX  $  60  (Kruger) 
CU  $  60  (Barnes) 
PPPL  $205  year 1, $255 years 2/3 ( Park, Breslau, Fu, Jardin, Chen) 
NYU  $140  (Strauss + postdoc) 
MIT  $130  (Sugiyama($70) and Ramos ($60)) 
Computer  $  50  year 1 only (part of an SGI Altix 350) 
TOTAL $1000k 
 
 
 
 
Scientific Application Partnership Program: 
 
PPPL   $160k     Partnership  with APDEC on AMR:              $90k (Samtaney) 
      Advanced Visualization and Data Transfer    $70k  (Klasky) 
Univ. Utah $  40k      Advanced MHD Visualization     $ 40k (Sanderson) 
TOTAL $200k 
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Description of Facilities and Resources 
 

Princeton Plasma Physics Laboratory (PPPL) is situated on the Forrestal Campus of Princeton 
University.  The PPPL Theory and Computational Plasma Physics Divisions are a national 
resource for the plasma physics community.  The laboratory maintains an open UNIX computer 
system, including a tiled display wall for high resolution visualization, and a suite of fully-
equipped visitor offices. 
 
The PPPL UNIX cluster contains within it a 128 processor 1.7 GHz 2 Gbyte RAM cluster with 
fast interconnects.  PPPL is connected via an OC3 ESNET connection to NERSC and the other 
fusion facilities. 
 
The CEMM is a fully distributed Center, and all participants have access to the PPPL computer 
facilities, to NERSC, to the ORNL computers, and to their own local computer facilites.
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Appendix 1:   Description of NIMROD, M3D, and the Princeton/LBL AMRMHD code 
 
 
The NIMROD code solves the nonlinear time-dependent extended-MHD equations with 
numerical methods that excel for extremely stiff and anisotropic systems.  To address the 
multiple time-scales of nearly dissipation-free high-temperature plasmas, fluid moments and 
electromagnetic fields are advanced in time with a semi-implicit approach.[71]  The complete 
linear ideal-MHD energy integral is used as the semi-implicit operator[72] to preclude artificial 
coupling of normal modes at large time-step,[73] and integration is based on the symplectic leap-
frog scheme to avoid numerical dissipation.  The spatial domain is represented with two-
dimensional finite elements for the arbitrarily shaped poloidal plane and finite Fourier series for 
the toroidal direction.  Lagrange polynomials of arbitrary degree serve as the basis functions for 
the finite elements, and production simulations are typically run with bicubic or biquartic 
elements (fourth- or fifth-order accurate, respectively) to resolve the extreme anisotropies in 
magnetized plasmas.[1]  For parallel computations, the three-dimensional domain is divided into 
blocks of finite elements and layers of Fourier components.  All communication (both point-to-
point and collective) is accomplished with routines in the MPI library [http://www.mpi-
forum.org].  The non-local effects of free-streaming plasma particles are modeled by 
accumulating kinetic contributions to fluid-closure terms along characteristics of the drift-kinetic 
equation, which is solved in the basis of the pitch-angle scattering operator.[62,63]  For 
modeling fast-particle effects on macroscopic modes, a simulation-particle-based approach is 
being adapted from M3D for NIMROD’s high-order finite elements.[70]  The NIMROD code 
runs on a variety of hardware platforms from laptops with Linux or the Mac OSX operating 
system to massively parallel architectures with distributed memory.  The source code for 
NIMROD has been publicly available for more than five years, and information for its use and 
modification is provided on the website http://nimrodteam.org. 
 
 
The M3D code [3] (or multilevel 3D) is a massively parallel nonlinear 3D extended MHD code 
that makes no assumptions regarding the axisymmetry of the boundaries so that it is equally 
applicable to stellarators and to tokamaks.  M3D consists of two parts, a mesh module and a 
physics module.  The mesh module contains the grid, implementation of differential and integral 
operators, I/O, and inter-processor communication.  The physics module includes resistive 
MHD, two-fluid, hybrid, and fully kinetic particles.  M3D uses a stream function/potential 
representation for the magnetic vector potential and velocity that has been designed to minimize 
spectral pollution and lead to well-conditioned sparse matrix inversions.  Parallel thermal 
conduction is simulated with the “artificial sound” method. [84] The solution algorithm is 
partially implicit in that only the most time-step limiting terms including the compressional 
Alfven wave and field diffusion terms are implemented implicity.  The three dimensional mesh 
in M3D facilitates the resolution of multi-scale spatial structures, such as reconnection layers and 
the representation of fully three-dimensional boundaries that occur in evolving the free boundary 
of a tokamak or in a stellarator.  The mesh uses unstructured triangular finite elements in the 
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poloidal section that can be of arbitrary order.  A fully 3D parallel domain decomposition is used 
with a bias to minimizing the inter-processor communication during the elliptic solves.  The 
PETSc library is used to provide high-performance portable sparse-matrix solvers.  
 
The Princeton/LBL AMRMHD code is an adaptive mesh refinement 3D MHD code built within 
the Chambo [18] framework.  The hyperbolic terms are evaluated using an unsplit second-order 
Godunov method [19,20] based on the symmetrized 8-wave formulation of the equations [21,22].  
All variables are cell-centered with the solenoidal property of the magnetic field enforced by the 
application of a Hodge projection on the face-centered magnetic fields used in the flux 
calculation.  The parabolic terms are treated with a semi-implicit method [23] that leads to 
variable coefficient Helmholtz equations which are solved using a multi-grid method.  The 
method is designed to faithfully follow the multiple characteristics of the problem, yielding a 
faithful representation of highly anisotropic multiple-scalelength phenomena.  Speed-up of 
computations due to AMR range up to more than 100 for some applications.  A pellet mass 
source has been added that allows us to follow the pellet ablation process as it is injected into the 
tokamak. 
 
 
 

CEMM Simulation Codes:

MultigridIncomplete LUDirect solve of 
approximate matrices

Pre-conditioner

Conjugate 
Gradient

GMRES and ICCGDirect and 
Conjugate Gradient

Sparse Matrix 
Solver

CHOMBO (LBL)PETSc (ANL)SuperLU (LBL)Libraries

Projection MethodVector PotentialError DiffusionEnforcement of 
∇⋅B = 0

Partially implicit 
and time adaptive

Partially implicitSemi-implicitTime integration

Structured 
adaptive grid

Finite differencepseudospectralToroidal 
discretization

Structured 
adaptive grid

Triangular linear 
finite elements

High order quadri-
lateral finite elements

Poloidal 
discretization

AMRMHD*M3DNIMROD

*Exploratory project
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Appendix II:  Glossary of  Acronyms 
 
2D- Two spatial dimensions (assume symmetry in the third dimension) 
 
3D- Three spatial dimensions 
 
ANL- Argonne National Labotory 
 
AMRMHD- Adaptive Mesh Refinement magnetohydrodynamics code.  This was developed in 
conjunction with Lawrence Berkeley Laboratory during our first proposal period 
 
APDEC-  Applied Partial Differential Equations Center.  This was the name of the applied 
mathematics group at Lawrence Berkeley Laboratory that we collaborated with during the first 
proposal period to produce the AMRMHD code. 
 
APS-  American Physical Society.  There is an annual meeting of the Division of Plasma Physics 
of the American Physical Society where we present much of our work. 
 
AVS- Advanced Visualization System.  This is a commercial software package for viewing 
complex three-dimensional structures. 
 
C0- The class of functions that are continuous across cell boundaries, but do not necessarily have 
continuous derivatives. 
 
C1- The class of functions that are continuous and have continuous first derivatives across cell 
boundaries, but do not necessarily have continuous higher derivatives. 
 
CCA- Common Component Architecture:   A DOE funded activity to provide tools to 
standardize interfaces between different software packages (programs) 
 
CEL- Chapmann-Enskog-like approach.  An iterative technique for solving for the plasma 
distribution function along magnetic field lines. 
 
CEMM-Center for Extended Magnetohydrodynamic Modeling 
 
CG-Conjugate Gradient.  An iterative method for solving sparse matrix equations. 
 
CGL- Chew-Goldberger-Low A fluid model described in Ref. [57] 
 
CSET-Computer Science Enabling Technologies 
 
CDX-U-Current Drive Experiment-upgrade.  A small tokamak experiment at Princeton Plasma 
Physics Laboratory 
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Chombo-software framework for implementing finite difference methods for the solution of 
partial differential equations on block-structured adaptively refined rectangular grids. (see 
seesar.lbl.gov/anag/chombo) 
 
CUBIT-Sandia National Laboratory software for generating meshes.  See endo.sandia.gov/cubit 
 
DIII-D-Doublet-III tokamak in San Diego 
 
DDB-Distributed Data broker.  Software for coupling together applications codes. 
 
DOE-Department of Energy 
 
DT-deuterium/tritium.  Mixture of hydrogen isotopes used in fusion experiments. 
 
ECH-Electron Cyclotron Heating 
 
ELITE-linear ideal MHD eigenvalue code developed specially to examine high mode number 
instabilities such as what occur at the plasma edge 
 
ELM-Edge Localized Modes.  
 
EPM-Energetic Particle Modes 
 
FLR-Finite Larmor Radius 
 
FY-Fiscal Year 
 
GATO-ideal MHD eigenvalue code for low mode number stability 
 
GB-giga-byte.  109 bytes 
 
GUI-graphical user interface 
 
GMRES-minimum residual method for solving sparse matrix equations  iteratively 
 
HDF5-file format for writing self-describing portable files 
 
HYPRE-parallel mathematical library developed at Lawrence Livermore National Laboratory 
 
IAEA-International Atomic Energy Authority.  Every two years, a large international fusion 
meeting is held 
 
ICCG-Incomplete Cholesky Congugate Gradient method for iteratively solving sparse matrix 
equations. 
 
ICRF-ion cyclotron resonant frequecy 
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ICRH-ion cyclotron resonant heating 
 
IGV-Ion gyro-viscous.  One contribution to the ion stress tensor. 
 
I/O-input and output 
 
ISIC-Integrated software infrastructure centers.  Part of the SciDAC organization.  [see 
http://www.osti.gov/scidac/computing/research_areas.html] 
 
ITER-International Thermonuclear Experimental Reactor 
 
ITPA-International Toroidal Physics Activity 
 
JET-Joint European Torus 
 
KAW-Kinetic Alfven Wave 
 
LBL- Lawrence Berkeley Laboratory 
 
LLNL-Lawrence Livermore National Laboratory 
 
m- normally used to indicate the poloidal mode number (number of wavelengths the short way 
around the torous) 
 
M3D-the multilevel 3D MHD code 
 
MARS –a linear resistive MHD stability code developed in Europe 
 
MCT-model coupling toolkit (Argonne) 
 
MHD-Magnetohydrodynamic 
 
n -normally used to indicate the toroidal mode number (number of wavelengths the long way 
around the torous) 
 
NBI-Neutral Beam Injection 
 
NERSC-National Energy Research Supercomputing Center 
 
NIMROD-National Implicit MHD code with Resistivity-open discussion 
 
NOVA2- a linear kinetic-MHD code based on a non-variational approach 
 
NMA-Normal Mode Analysis.  A GA/PPPL linear  code for determining the unstable resistive 
wall modes using the eigenfunction method 
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NSTX-National Spherical Torus Experiment 
 
NTM-Neoclassical Tearing Mode 
 
OFES-Office of Fusion Energy Science 
 
PERC-Performance evaluation research center.  One of the SciDAC ISICs 
 
PETSc-Portable Extendable Toolkit for Scientific programing 
 
PPPL-Princeton Plasma Physics Laboratory 
 
RF-Radio Frequency 
 
RWM-Resistive Wall Mode.  A toakamk MHD instability caused by the resistivity in the 
surrounding conducting wall 
 
SAPP-Science Application Partnership Program 
 
SciDAC-Scientific Discovery through Advanced Computing 
 
SuperLU-a software package to directly solve a sparse matrix equation by first performing a 
lower-upper “LU” factorization 
 
SSPX-spheromak experiment 
 
ST – spherical torus 
 
TAE-toroidal alfven eigenmode 
 
TFTR-Tokamak  fusion test reactor 
 
TOPS-Terascale Optimal Partial Differential Equation Simulation.  One of the SciDAC ISIC 
centers (see www.tops-scidac.org) 
 
TSC-Tokamak Simulation Code 
 
TSTT-Terascale Simulation Tools and Technology Center.  One of the SciDAC ISIC centers 
(see www.tstt-scidac.org) 
 
VALEN-a linear 3D finite element magnetics code for calculating aspects related to the active 
feedback control of the resistive wall mode (Columbia University) 
 
VDE-Vertical Displacement Event

 I-18











Finite Element with First-Derivative Continuity 
Applied to Fusion MHD Applications  

 
S. C. Jardin 

 
Princeton University 

Plasma Physics Laboratory 
P. O. Box 451 

Princeton, NJ 08543 
E-mail:  jardin@princeton.edu

   
Abstract 

 
We describe properties of the reduced quintic triangular finite element.  The expansion used in 
the element will represent a complete quartic polynomial in two dimensions, and thus the error 
will be of order h5 if the solution is sufficiently smooth.   The quintic terms are constrained to 
enforce C1 continuity across element boundaries, allowing their use with partial differential 
equations involving derivatives up to fourth order.  There are only three unknowns per node in 
the global problem, which leads to lower rank matrices when compared with other high-order 
methods with similar accuracy but lower order continuity.  The integrations to form the matrix 
elements are all done in closed form, even for the nonlinear terms. The element is shown to be 
well suited for elliptic problems, anisotropic diffusion, the Grad-Shafranov-Schlüter equation, 
and the time-dependent MHD or extended MHD equations.  The element is also well suited for 
3D calculations when the third (angular) dimension is represented as a Fourier series. 
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I. Introduction 
 
Two dimensional (2D) finite elements are being used in a wide variety of fusion applications.  
Even in fully 3D calculations in toroidal geometry, it is common to use 2D elements in the 
poloidal plane, and to use either finite differences or a Fourier spectral representation in the 
toroidal angle. 
 
While early work used primarily linear elements[1,2], it is now recognized that higher order 
elements offer significant advantages, and are essential to adequately represent highly 
anisotropic heat transport and other anisotropic processes[3,4,6].  However, the application of 
high-order elements to fusion problems has so far been restricted to the class of elements known 
as C0 elements, which includes both the spectral and the Lagrange basis.   These are constructed 
so as to have the unknown function continuous between elements, but none of its derivatives are 
forced to be continuous.  The rational for this is that it is less complex to construct such elements 
and if the minimizing solution has high-order continuity, this solution will emerge from the 
Galerkin process without having to be specifically imposed. 
 
However, there are clearly some advantages in using elements with higher order intrinsic 
continuity.  We can expect that for a problem whose solution has continuous first-derivatives 
everywhere, i.e. satisfies C1 continuity, fewer basis functions will be required per element to 
approximate the true solution if the C1 constraint is imposed in the construction of the basis 
functions, i.e. if the degrees of freedom that are not compatible with global C1 continuity have 
been discarded from the outset.  We can further expect that this will lead to smaller matrix sizes 
with similar sparseness patterns to the matrices that arise with the C0 elements, and thus a more 
efficient solution procedure should result. 
 
Also, many problems in extended MHD involve operators higher than second order in space.  
Examples of these are the viscosity operator in the vorticity equation, and the hyper-resistivity 
operator in the magnetic flux equation.   The C1 elements allow the treatment of fourth order 
operators by using the standard Galerkin technique of shifting two of the derivatives to the trial 
function, whereas this is not possible with the C0 elements, which need to introduce auxiliary 
variables and expand them in finite elements.  Thus, the C1 elements can expect to have an 
additional efficiency and resultant smaller matrices since they do not need to introduce these 
auxiliary variables when third or fourth order derivatives are present.  Conversely, in some cases 
several low order equations can be combined to produce a smaller number of higher order 
equations that can be approximated directly with these elements that possess higher order 
continuity. 
 
We consider only triangular finite elements in this paper, in fact, only a particular triangular 
finite element known as the reduced quintic [6] (also called the Bell triangle [7,8] and the TUBA 
3 element [9]).  This reflects a bias that triangular elements are more flexible for representing 
complex geometry, and can be easily refined as needed simply by dividing one triangle into three 
or more.  It is especially efficient and convenient when the different triangles connect only via 
the vertices, and that is where all the unknowns are defined.  With these constraints, and that of 
C1 continuity, the reduced quintic element emerges.  While this element has been used in 
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structural engineering studies since the late 1960s [10], it has apparently been overlooked by the 
extended MHD community.  Here we show that it has some real advantages, and should be 
seriously considered as a basis for contemporary computational models of extended MHD in 
magnetized plasmas. 
 
II. The Reduced Quintic Finite Element 
 
A. The Elements 
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Consider the reduced quintic 2D triangular finite element in the x-y plane as depicted in Fig. 1.  
In each triangular element, the unknown function φ(x, y) is written as a general polynomial of 5th 

degree in the local Cartesian coordinates ξ andη:  
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= ∑  (where the exponents mi, 

ni are given in Table 1) which would have 21 coefficients were there not additional constraints.  
Eighteen of the coefficients are determined from specifying the valuesφ, φx, φy, φxx, φxy; φyy at 
each of the 3 vertices, thus guaranteeing that globally all first and second derivatives will be 
continuous at each vertex.  Since the one-dimensional quintic polynomial along each edge is 
completely determined by these values specified at the endpoints, it is guaranteed that the 
expansion is continuous between elements. 

 
The remaining three constraints 
come from the requirement that the 
normal derivative of φ at each 
edge, φn, reduce to a one-
dimensional cubic polynomial 
along that edge. This implies that 
the two sets of nodal values 
completely determine φn 
everywhere on each edge, 
guaranteeing its continuity from 
one triangle to the next so that the 
element is C1. One of these three 
constrains is trivial and has been 
used to reduce the number of terms 
from 21 to 20 in the sum. 
 
Note that in imposing these 
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Figure 1: Reduced quintic finite element is defined by the 4 
geometric parameters a, b, c,  θ.   A local (ξ ,η) Cartesian 
system is used.  The function and first 2 derivatives are 
constrained at the 3 points, and C1 continuity is imposed at 
the edges .  Exponents mi and ni are given in table 1. 
continuity constraints, the 
nsion is no longer a complete quintic, but it does contain a complete quartic with additional 
trained quintic coefficients to enforce C1 continuity between elements.  Thus the name, 
uced quintic”. If the characteristic size of the element is h, then it follows from a local 
lor’s series analysis that the approximation error in the unknown function, φ - φh, will be of 
r h5, which leads to global O (h5) accuracy after integrating over the element.  
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1 0 0 6 0 2 11 4 0 16 5 0 
2 1 0 7 3 0 12 3 1 17 3 2 
3 0 1 8 2 1 13 2 2 18 2 3 
4 2 0 9 1 2 14 1 3 19 1 4 
5 1 1 10 0 3 15 0 4 20 0 5 

Table 1: Exponents of ξ and η for the reduced quintic expansion 
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Suppose that we are approximating a square domain by partitioning it into n2 squares or 2n2 
triangles.  The reduced quintic will asymptotically have N=6n2 unknowns, or three unknowns for 
each triangle.  This scaling can be verified by the fact that if we introduce a new point into any 
triangle and connect it to the 3 nearby points; we will have generated 2 new triangles and 
introduced 6 new unknowns.  We contrast this with linear elements that require only φ at the 
nodes and thus have C0 continuity, ½ unknown per triangle, and an approximation error of order 
h2. 
 
Another popular class of higher order 2D finite elements, that has only C0 continuity enforced, is 
the Lagrangian elements.  These use as a basis within each element a set of basis functions that 
are unity at a particular node and that vanish at all other nodes.  Continuity requires that there be 
M+1 nodes along each side for an Mth order polynomial element, with the remaining nodes being 
interior nodes (or “bubble nodes”).  Thus for the Lagrangian elements, a quadratic element (6 
coefficients per triangle) will have 3 nodes along each edge (2 vertex nodes and 1 edge node), a 
cubic element (10 coefficients per triangle) will have 4 nodes along each edge (2 vertex nodes 
and 2 edge nodes) and 1 interior node and a quartic element (15 coefficients per triangle) will 
have a total of 3 vertex nodes, 9 edge nodes, and 3 interior nodes.  It is easily seen that these 
higher-order elements will asymptotically have 2, 4½, and 8 unknowns per triangle (UK/T), 
respectively, (or 2, 3½ and 5 if you discount the interior nodes that can be efficiently eliminated 
by static condensation).  We summarize these 2D triangular elements in Table 2. 
 
 Vertex 

nodes 
Line 
nodes

Interior 
nodes 

accuracy 
order hp

UK/T UK/T#

 
continuity

linear element 3 0 0 2 ½ ½ C0

Lagrange quadratic 3 3 0 3 2 2 C0

Lagrange cubic 3 6 1 4 4½ 3 ½ C0

Lagrange quartic 3 9 3 5 8 5 C0

reduced quintic 18 0 0 5 3 3 C1 *

Table 2:  Summary of properties of the reduced quintic and the low-order Lagrange elements.  UK/T is the 
number of unknowns per triangle.  * note C2 continuity at nodes.  UK/T#  is the number of unknowns per 
triangle, not  counting  interior nodes 

 
B. Computations: 
It is shown in Appendix A that if we locally number the unknowns  φ, φx, φy, φxx, φxy, φyy  at P1 as 
Φ1-Φ6, at P2 as Φ7-Φ12,  and at P3 as Φ13-Φ18, then the coefficients ai  for a given element are 
determined uniquely by the relation: 
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18

,
1

i i j
j

a g
=

j= Φ∑  (1.1) 

where the 20 ×18 matrix gi,j depends only on the shape and orientation of the individual triangle.  
Thus, the general expression for the unknown function φ in a given triangle is: 

 
20 20 18

,
1 1 1

( , ) i i i im n m n
i i j

i i j
a g jφ ξ η ξ η ξ η

= = =

= = Φ∑ ∑∑  (1.2) 

or,  

 
18

1

( , ) j j
j

vφ ξ η
=

= Φ∑  (1.3) 

We have defined the basis functions as 

 
20

,
1

i im n
j i j

i
v g ξ η

=

≡ ∑  (1.4) 

for j=1,18.  The 18 basis functions for each triangle, as defined in Eq. (1.4) have the property 
that they have a unit value for either the function or one of it’s first or second derivatives at one 
vertex and zero for the other quantities at this and the other nodes.  They also have the C1 
continuity property embedded.  We illustrate the first six of these, associated with a particular 
vertex P1, in Fig. 2.  It is seen that unlike the Lagrange basis functions, these individual basis 
functions do not change sign within a triangle which might be an advantage in preserving 
positivity for physical quantities such as the density or pressure. 
 
All of the integrals that need to be done to define the matrices that occur in the Galerkin method 
are of the form of 2D integrals of polynomials in ξ and η over the triangles.  It is possible to 
convert these to sums of integrals that can each be done analytically by making use of the 
formula: 

 
1 1

1
( ) ! !

( , )
( 2)!

m m
m n n

triangle

a b m
F m n d d c

m n
ξ η ξ η

+ +
+

⎡ ⎤− −⎣ ⎦≡ =
+ +∫∫

n

l i l k

 (1.5) 

 
Thus, all integrations are done in closed form to machine precision. 
 
Consider a common integral (traditionally called the mass matrix) over the triangle that occurs 
when we apply the Galerkin method to applications that will be discussed in the next section: 

 

18 20 20

, ,
1 1 1

18

,
1

( , ) ( , ) ( , )j i j l k i
k i l

j k k
k

v d d g g F m m n n

M

ξ η φ ξ η ξ η
= = =

=

⎡ ⎤
= + + Φ⎢ ⎥

⎣ ⎦

≡ Φ

∑ ∑∑∫∫

∑
 (1.6) 

Other integrals needed for the applications presented, all of whose calculation is straightforward, 
are given in Appendix B. 
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Figure 2: The 6 trial functions associated with the point P1 in the lower left corner.   (a) φ=1, (b) φx=1,  (c) 
φy=1, (d) φxx=1, (e) φxy=1, (f) φyy=1.  None of the functions alternate sign.   Red=1, Blue=0. 

 
Essential boundary conditions are readily implemented by replacing the rows of the matrix Mi,j in 
Eq. (1.6) corresponding to the function value or derivative for which a boundary condition is to 
be applied by a row with zeros everywhere except for the diagonal, in which there is placed a 
one.   Then the boundary value of the corresponding function or derivative is placed in the 
corresponding location in the RHS vector. 

N
0

0

4

4
x

y

N
0

0

4

4
x

y(a) (b) Figure 3:  Region 
is divided into 
regular rectangles, 
each of which is 
divided into two 
right triangles.  
Mesh (a) has 6 
sides per vertex; 
Mesh (b) alternates 
4 and 8 sides per 
vertex. 
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III.  Applications 
We present several examples that illustrate the accuracy and simplicity of this method.  These 
applications are typical of those encountered in fusion MHD applications. 
 
a.  A Simple Elliptic Problem 
Here we present a basic application of the method to a solution of Poisson’s equation in a 
rectangular domain.  Consider the equation: 

            
2 ( , )f x y∇ Φ =                                                           (1.7) 

We wish to solve Eq. (1.7) on the domain 0 ; 0x yx L y L< < < < with Dirichlet boundary 
conditions: Φ = .  Equation (1.7) is equivalent to finding 
the function Φ(x,y) that minimizes the functional: 

(0, ) ( , ) ( ,0) ( , ) 0xy L y x x LxΦ = Φ = Φ =

21
2

0
0

( )
x
y

x L
y L

I f dxd
< <
< <

⎡Φ = ∇Φ + Φ⎣∫∫ y⎤
⎦                                                (1.8) 

For illustration, we choose the function 
f(x,y) obtained by differentiating the exact 
solution: Φ(x,y) =x(x-Lx)y(y-Ly) sinkx.   For 
Lx=Ly=4, a square mesh is divided into N2 
regular square subdivisions, each of which is 
divided into two right triangles as shown in Fig. 
3(a), so that there are a total of 2N2 
triangular elements with the linear 
dimension of each scaling like 1/N.  
 
The integrals in Eq. (1.8) are evaluated in 
Appendix B. Minimization gives the matrix 
equation 
 

             KΦ = F                          (1.9)                                     
 
which is solved for the unknown vector Φ 
using the sparse matrix direct solver routine 
SuperLU [11]. 
 
In Fig. 4 we plot the L2 norm of the error in the 
solution for several values of N and k, 
verifying that we obtain the expected 1/N5 
scaling.    Note that there is approximately one 
wavelength per cell when k = π N / 4.  
 

b.     Anisotropic Thermal Conduction 
The second example is a demonstration of the accu
conduction.  Let B be a 2-dimensional magnetic fie
ψ(x,y) , i.e., ẑ ψ= ×∇B  and suppose the source fu

 

Figure 4:  Elliptic equation exhibits
1/N5 scaling
rate calculation of anisotropic thermal 
ld written in terms of a given flux function 
nction S(x,y) is given, as are the two constants 
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denoting the isotropic thermal conductivity κ, and the parallel thermal conductivity κ|| .  Consider 
the functional 

 2 21 1
2 2 ( , )I Sκ κ⎡= ∇Φ + ∇Φ +⎣∫∫ B& i x y ⎤Φ⎦  (1.10) 

Minimizing this with respect to the unknown function Φ gives the steady state anisotropic heat 
conduction equation:   

( , )S x yκ κ∇ ∇Φ + ∇ ∇Φ =BB&i i i                                         (1.11) 
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The details of the evaluation of the matrix 
elements are given in Appendix B.  For this 

application we let ( , ) sin sin
x y

x yx y
L L
π πψ =  , κ=1, 

and 
( ) ( )
( ) ( )22

sin sin
( , ) x y

x y

x L y
S x y

L L

π π

π π
=

+

L
(1.11) 

 
Since the magnetic field flux function is 
proportional to the source function, it is 
readily verified that the solution should be 
independent of the value of the parallel 
conductivity κ||, thus simplifying the error 
comparison. 
 
The results are shown in Fig. 5.  Again, we 
verify that at least N-5 scaling is obtained, and 
that reasonable accuracy (10-5) can be 
obtained for values of κ||/κ as large as 108 for 
values of N as low as 60.   Note that the mesh 
shown in Fig. 3(a) was again used, so that there 
absolutely no attempt to align the element boundar
demonstration.  
 
c.     Ideal Tilting of an Incompressible Column 
The incompressible MHD equations in 2D can be w
flux function ψ using the normal Poisson bracket n
differentiation), i.e., [ ], x y y xf g f g f g f gξ η≡ − = −

 
[ ]

2 2

2

,

,

t

t

φ φ φ

ψ ψ φ η ψ

∂ ⎡ ⎤ ⎡∇ + ∇ − ∇⎣ ⎦ ⎣∂
∂

+ = ∇
∂

Here µ and η are constants denoting the plasma vis
 

 

Figure 5:  Convergence study shows N-5 
convergence for anisotropic diffusion 
was 
ies with the magnetic field direction for this 

ritten in terms of a stream function φ and a 
otation (where subscripts denote 
f gη ξ   

2 , 4ψ ψ µ φ⎤ = ∇⎦
 (1.12) 

cosity and resistivity, respectively.   
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Note that these equations obey an energy theorem: 

 
2 22 2 2 21

2
domain

dxdy
t

φ ψ η ψ µ∂ φ⎡ ⎤⎡ ⎤∇ + ∇ = − ∇ + ∇⎢ ⎥⎣ ⎦ ⎣ ⎦∂ ∫∫  (1.13) 

subject to the vanishing of ∂ψ/∂t,φ, and n⋅∇φ on the boundary. 
 
Applying Galerkin’s method to the set of equations (1.13), using the reduced quintic finite 
element, and applying θ-weighted implicit finite differencing yields the following set of matrix 
equations to advance the solution from time n to n+1: 

  

 
11 12 1 11 12

21 22 1 21 22

n n
j j j j j j

n
j j j j j j

S S D D
S S D D

+

+

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡
n

⎤Φ Φ
=⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥Ψ Ψ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎥⎦

  (1.14) 

 

11 12 * *
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,
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,

)

[ ( )
( )

(1 ) ]

j k k

n
i j i k j k kn

i j k k k
i j

M t K
tK

A

δ θ
δ θ

θ η

⎡ ⎤
Ψ⎢ ⎥

⎢ ⎥
⎢ ⎥

⎧ ⎫− Φ − Φ⎢ ⎥⎪ ⎪− Ψ + Ψ ⎨ ⎬⎢ ⎥− −⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

 

where , , , , , ,i j k i j k i k jG G .The quantities occurring in the matrix are defined in the text and in 
Appendix B.  Note that in the applications presented here, we set Φ

G≡ +

0 1

1

[2 / ( )] ( ) c
( 1/ )cos ,

( ) 0.

kJ k J kr
r r

J k

*=Φn and Ψ*=Ψn, which 
necessitated inverting the matrix on the left in Eq. 
(1.15) each time step.  However, it may be possible in 
many applications to obtain stable and accurate 
calculations by keeping Φ* and Ψ* fixed for a number 
of time steps, thus significantly reducing the solution 
time.  This is always the case in a linear calculation.  
 
 Following [1,12] we define an initial bipolar vortex 
equilibrium state: 
 

 
os , 1,

1,
r
r

θ
ψ

θ
⎧

= ⎨
<

− >⎩
=

 (1.16) 

 
 When 

perturbed, 
an instability occurs, growing 
exponentially as exp γt.  The simulation b
that is divided into N×N rectangular regio
conditions are applied at the wall: φ=0, n⋅
derivatives of these quantities are also set

 

Figure 6:  Convergence study of linear
growth rate for tilt mode problem 
ox is again the square in Fig. 3(a) with sides of length 4 
ns, each with 2 triangles.  Conducting, no slip boundary 
∇φ=0, ∂ψ/∂t=0.  The first and second tangential 
 to zero. 
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We show in Fig. 6 the dependence of the linear growth rate γ on the size of the time step ∆t for a 
sequence of runs with µ=0.005, η=0.001, θ = 0.5, and varying number of rectangular regions per 
dimension N.  For the smallest time step used, δt=0.01, the growth rate γ was 1.2876, changing 
only in the 6th decimal place when varying N from 30 to 40, making a further convergence study 
in N unnecessary. 
 
In the nonlinear stages, near singular current sheets form and the resolution requirements become 
more demanding. We plot the maximum perturbed current density vs. time (as determined from 
taking the maximum value on a 400×400 evaluation grid) for a run with (µ, η) = (5.×10-3,10-4) in 
Fig. 7 for three different linear resolutions, N= 20, 30, 40.  We monitor energy conservation as to 
how accurately Eq. (1.14) is satisfied.  The calculation used an initial time step of δt=0.02, which 
was reduced when the energy conservation was 
violated by more than 1%.  When δt < 
0.0002, the calculation was stopped. 
 
We see from Fig. 7 that the calculations with 

N=20, 30, 40 give essentially the same 
results until the singularity begins its 
exponential growth, and that the N=40 
calculation can follow the singularity to 
about 4-times the height of the N=20 
calculation while still maintaining energy 
conservation to within 1%.   If we relax this 
stringent energy conservation requirement, the 
calculations would proceed much further without failing. 

Figure 7: Maximum perturbed current in the 
tilt-mode calculation as a function of time for 
three resolutions 

 
These calculations were repeated for N=40 using the second mesh system shown in Fig. 3 as (b).   
We find essentially the same results, with the growth rate of the linear mode changing only 
beyond the 6th decimal place, and the eigenfunctions appearing identical. 
 
Appendix C presents a form of the above equations that is especially convenient for looking at 
small deviations from an equilibrium configuration (linearized displacements). The linearized 
application is particularly efficient for a direct solver (SuperLU) as it requires only a single LU 
decomposition for a time dependent problem, and just a back substitution each time step.   
 
Appendix D combines the two equations into a higher order equation for the stream function φ 
that does not require the solution of the ψ equation.  This leads to a very efficient implicit time 
advance that highlights the advantages of using C1 continuity elements. 
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Figure 8:  Poloidal flux at times t=0 (a) and t=5 (b) and plasma current at times t=0 (c) and t=5 (d) for the tilt 
mode problem with N=40.  The singular currents can be seen developing in (d) 

 
Figure 9:  Stream function (a) and vorticity (b) for the tilt mode problem with N=40 at time t=5. 

 
 
 
 
d. The Grad-Shafranov-Schlüter (GSS) Equation 
The equation that the poloidal magnetic flux function satisfies in force-balance for a 2D 
axisymmetric plasma equilibrium is well known to be: 
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 1 1 1( ) ( )xp gg
x x x y x y x

ψ ψ ψ ψ∂ ∂ ∂ ∂ ⎛ ′ ′+ = − +⎜∂ ∂ ∂ ∂ ⎝ ⎠
⎞
⎟  (1.17) 

Here, p(ψ) is the plasma pressure, g(ψ) is the toroidal field function so that g(ψ)/x is the toroidal 
field strength, and prime denotes a derivative with respect toψ, the solution. To fully specify the 
problem, one must prescribe the two functions ( )p ψ′  and ( )gg ψ′  along with the boundary 
values forψ.   It is convenient to define the normalized flux function as 0( ) /ψ ψ ψ ψ≡ − ∆�  , 
where we denote by ψ0 the value of the poloidal flux at the magnetic axis, and by ψL the value at 
the plasma-vacuum boundary, which is defined by the value of ψ at a specified limiter location 
(xL, yL).  We further define the flux depth of the plasma as ∆ψ ≡ ψL -ψ0 so that values of 
0 1ψ≤ <�  reside in the plasma, and values 1 ψ≤ �  are in the surrounding vacuum region.  For 
these studies, we define the pressure and toroidal field functions as functions of the normalized 
poloidal flux function, ( )p p ψ= � and 2 2 ( )g g ψ= � , with the functional form specified as follows:  
 

 
2 3

0 1 2 1 2 1 2
5 6

1 2

( ) [1 (20 10 4 ) (45 20 6 )

(36 15 4 ) (10 4 1 2) ]

4p s p p s p s p p s p p s

p p s p p s

= + + − + + + + +

− + + + + +
 (1.18) 

 
and 

  (1.19) 2 2
0 1 1 2 2 3 3( ) ( ) ( ) ( ) ( )g s g s G s G s G sγ γ γ= + + +

where  

  (1.20) 

3 4 5
1

2 3 4 5 6
2

3 4 5
3

( ) 10 20 15 4

( ) 4 6 4

( ) 1 20 45 36 10

G s s s s s s

G s s s s s s

G s s s s

= − + − +

= − + − +

= − + − +

6

6s
 
These functional forms have been chosen so that the plasma current and pressure will go 
smoothly to zero at the plasma-vacuum boundary.  The pressure function is then specified in 
terms of the three constants, p0, p1, and p2.  The three constants appearing in the toroidal field 
function, γ1, γ2, and γ3, are used to prescribe the total plasma current Ip , the normalized reciprocal 
current density on axis q0, and the slope of the current density near the axis Jψ, respectively.  The 
constant g0 is the value of the toroidal field function due to the external fields.   Thus, the 
constants appearing in Eq. (1.19) are given by: 

 

( )
( )
( )

2
1 0 0 0 1 0 0

2 0 2

3 1 1 2 2 0

2 /

/ 2

/P

0

3

R R p p g R q

J p p

I I I I I
ψ

γ ψ

γ ψ

γ γ γ

= − + ∆

= − ∆ +

= − + + +

 (1.21) 

The required integrals are obtained by first expressing the x and y derivatives of the functions 
1 1 1

1 2 32 2 2( ), ( ), ( ), ( )x x xxp G G Gψ ψ ψ′ ′ ′ ′ ψ
⎤⎦

at each node in terms of the unknown vector 

 and then using the finite element expansion (1.3) to extend these 
over the triangles so that the integrals can be performed in closed form.  Thus,  

, , , , ,x y xx xy yyψ ψ ψ ψ ψ ψ⎡≡ ⎣Ψ
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1 1
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1 1
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1 1
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ψ

ψ

= =

= =
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′ ′= =

∑∑∫∫

∑∑∫∫ =
 (1.22) 

 
 
where the first sum is over the N triangular elements, and we have denoted by ( ) j

xp′ , etc, the 

value of the function in brackets and it’s derivatives through second order with respect to x and y 
at each of the three nodes defining each triangle.  The integrating factor appearing in Eq. (1.22) 

is given by .  These integrals and constants are recomputed each iteration 

as ψ changes. 

20

,
1

( ,j p j p
p

C g F m n
=

= ∑ )p

 
The Galerkin method, together with a Picard iteration for the nonlinear equation (1.17) consists 
of multiplying by each test function, performing an integration by parts, integrating over the 
domain, and applying the iteration scheme: 

  (1.23) n+1 nA Ψ = B(Ψ )i
where the matrix and vector elements are given in Appendix B.  The boundary values are given 
using an analytic formula for the vector potential due to a filament source plus a uniform dipole 
field, which is required for equilibrium.  Thus, at a boundary point of the domain (xb,yb), the 
unknown ψ and its tangential derivatives are calculated from the formula: 

 ( ) ( )2 2
0 0 0( , ) , ; , / 2b b P b b V bx y I G x y x y B x xψ ⎡ ⎤= + −⎣ ⎦  (1.24) 

where 

 

( ) ( )0 2 2 2
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2 0
2 2

0 0

0

0

, ; , 2 ( ) 2 ( )
2
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( ) ( )

81 3ln
4 2 2

b
b b

b

b b

i
V P

x x
G x y x y k K k E k

k
x xk

x x y y

xB
x a

π

β
π

⎡ ⎤= − −⎣ ⎦

=
+ + −

⎡ ⎤⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟+⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

A

 (1.25) 

with K(k2) and E(k2) being the complete elliptic integrals of the first and second kind, a is the 
plasma minor radius, defined by a2=(x0 – xL)2 + (z0 – zL)2 , and Ai and βP are the plasma internal 
inductance and poloidal beta.  These are enforced by zeroing out the corresponding row of A in 
Eq. (1.23), and inserting a one on the diagonal, and the boundary value in the appropriate 
location in B.  This is done for ψ and its first two tangential derivatives. 
 
In the results presented here, we computed on the rectangular domain: 10 < x < 14, -2 < y < 2, 
that was divided into 2N2 equally spaced triangular elements.  Other parameters were (x0,y0) = 
(12.1,0.), (xL, yL) = (10.5, 0.), p0 = 0.01, p1 = -1., p2 = 0., IP = 1., g0 = 36.4, q0 = 1., Jψ=0, and 
we set (Ai/2 + βP)=1.2.   
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This gives a value of ψ0 = -6.165228, changing only in the 7th decimal place for N ≥ 15. We plot 
in Fig. 10 the L2 error in Eq. (1.17) as a function of N.  This is defined by directly evaluating 
each side of Eq. (1.17) at each node point in the plasma region, squaring the difference, summing 
these, and taking the square root of the sum divided by the number of node points summed.  It is 
seen that the error converges approximately as N-3.5

.  We postulate that this behavior is due to the 
fact that the functions in Eq. (1.17) only have continuous derivatives through second order at the 
plasma-vacuum interface, and thus the higher order terms in the expansion are not completely 
effective in reducing the error further. 
 

IV. Summary and Discussion 
We have shown that the reduced quintic 2D 
triangular finite element is well-suited for many 
problems arising in fusion MHD applications. It is easy 
to work with, and has excellent convergence 
properties if the actual solution is smooth enough. 
 
We have demonstrated it’s applicability on a 2D 
elliptic problem, in the solution of the anisotropic heat 
conduction problem, in a time-dependent reduced- MHD 
problem and for the 2D axisymmetric toroidal 
equilibrium problem. 
 

The element requires only three unknowns per 
triangle, which is considerably less than other high-
order elements of comparable accuracy (Table 2).  
The fact that it forces C1 continuity, and is thus 
suitable for problems involving derivatives up to fourth o
systems of equations that can be combined into a smaller

 

 
This property to handle higher order equations was utiliz
incompressible resistive MHD equations in a fully impli
sparse matrix linear solves, each of rank (3N)2 for a prob
this to C0 methods of comparable accuracy, which would
together (more variables), and would also have more unk
resulting in considerably larger matrices. 
 
It has been recognized since the 1970s that the reduced q
advantageous properties.  In [6] it is referred to as “one o
all finite elements” and it states that “a series of careful n
prize to this remarkable element”, referring to the studies
problems presented in this paper support the notion that 
extended MHD calculations.  Future studies will focus o
and on the application of the element to irregular domain
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Appendix A:  The transformation matrix 
 
To derive the transformation matrix gi,j , we first calculate the value of φ and it’s derivatives with 
respect to the local Cartesian coordinates ξ and η at the three vertex points, and combine this 
with the two constraint equations enforcing C1 continuity along the edges.  (Note that the third 
constraint was automatically satisfied in removing the 21st coefficient in the sum).  Using the 

expansion 
20

1
( , ) i im n

i
i

aφ ξ η ξ η
=

= ∑ , the two additional constraint equations become: 

5b4ca16 + (3b2c3 – 2b4c) a17 + (2bc4 – 3b3c2) a18 + (c5 – 4b2c3) a19 – 5bc4a20 = 0 
5a4ca16 + (3a2c3 – 2a4c) a17 + (-2ac4 – 3a3c2) a18 + (c5 – 4a2c3) a19 – 5ac4a20 = 0 
 
and thus the transformation matrix T in the local coordinates takes the form: 
 
 ⎡
 ⎢⎢
 ⎢
 ⎢⎢
 ⎢⎢
 ⎢
 ⎢⎢
 ⎢⎢
 

=
⎢

 
⎢
⎢

 ⎢⎢
   

2 3 4

2 3 4
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 2 0 0 0 3 0 0 0 0 4 0 0 0 0 5

c c c c
c c c c

⎥
⎥

 ⎢
 
⎢
⎢

 ⎢⎢
 ⎢
 
⎢
⎢

 ⎢⎣
 
This satisfies , where  denotes the vector produced by stringing together the function 
and derivatives with respect to ξ and η [Cartesian coordinates that are rotated with respect to 
(x,y).] at the three vertices, and with the final two elements zero: i.e. 

  This can be solved for the coefficient matrix by 

inverting T, thus .  A useful check is to verify that the numerically evaluated 
determinant of T has the value -64(a+b)

′Φ = T A ′Φ

1 1 1 1 1 1 2 3, , , , , , ,..., ,...,0,0ξ η ξξ ξη ηηφ φ φ φ φ φ φ φ′ ⎡= ⎣Φ ⎤⎦

2 3

2

2 3

2 3 4 5

2 3 4

2 3

2 3

2

0 0 0
0 0 0 2 0 0 6 0 0 0 12 0 0 0 0 20 0 0 0 0
0 0 0 0 1 0 0 2 0 0 0 3 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 2 0 0 0 2 0 0 0 2 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 2 0 0 3 0 0 0 4 0 0 0 0 5 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 0 0 6 0 0 0 12 0 0 0 0 20 0 0 0 0
0 0 0 0 1 0 0 2 0 0 0 3 0 0

b b b
b b

b b b
a a a a a

a a a a
a a a

a a a
a a

− −
−

− −

2 3

2 3 4 5

2 3

2 3

2 3

4

0 0 0 0 0 0
0 0 0 0 0 2 0 0 2 0 0 0 2 0 0 0 2 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0
0
0 0 0 2 0 0 0 2 0 0 0 0 2 0 0 0 0 2 0 0
0 0 0 0 1 0 0 0 2 0 0 0 0 3 0 0 0 0 4 0
0 0 0 0 0 2 0 0 0 6 0 0 0 0 12 0 0 0 0 20

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5

a a a
c c c c c

c c c
c c c

c c c

a
2 3 4 5

4
4 3 2 2 3

2 3 4 5
4 4

4 3 2 2 3

3 2 52 3 4
3 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 52 3 4

a c ac cc aca c a c a c
b c bc cb c bcb c b c b c

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎢
⎢

⎥
⎥
⎥
⎥
⎥

− − + − ⎥
⎥
⎥− − − − ⎥
⎦

′-1A = T Φ
17c20(a2+c2)(b2+c2).    Note that since the final two 

elements of   are zero, we can replace  by the 20×18 matrix  which consists of the first 
18 columns of . 

′Φ -1T 2T
-1T

2 3 4 5

2 3 4

2 3

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 2 0 0 3 0 0 0 4 0 0 0 0 5 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0

b b b b b
b b b b

b b b

− − −
− −

− −
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To get the coefficient matrix A in terms of the vector containing the actual derivatives with 
respect to (x,y), we have to apply the rotation matrix R.    This is compactly defined in terms of 
the angle θ appearing in Fig. 1 by: 
 

 
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

1

1

1

R
R R

R
 (1.26) 

where 

 2 2

2 2

2 2

1 0 0 0 0 0
0 cos sin 0 0 0
0 sin cos 0 0 0
0 0 0 cos 2sin cos sin
0 0 0 sin cos cos sin sin cos
0 0 0 sin 2sin cos cos

θ θ
θ θ

θ θ θ θ
θ θ θ θ θ

θ θ θ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−

= ⎢ ⎥
⎢ ⎥
⎢ ⎥− −
⎢ ⎥

−⎣ ⎦

1R

θ
θ

jΦ

 (1.27) 

 
Thus, if we define the matrix , this relates the coefficient matrix directly to the unknown 
vector consisting of the function and derivatives with respect to (x,y), thus: , or in 

component notation:   for i=1,20. 

2G = T R
A = GΦ

18

,
1

i i j
j

a g
=

= ∑
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Appendix B:  Matrix Elements 
 
The most basic matrix element was given in Eq. (1.6).  Here we give the remaining ones that 
occur in the example problems that have been presented.  In obtaining these results, we perform 
integration by parts as required to equalize the number of derivatives operating on the test and 
trial functions. 

 (1.28) 

18
2

,
1

20 20

, , ,
1 1

( , ) ( , )

( 2, ) ( , 2)

j j k k
k

j k p j q k p q p q p q p q p q p q
p q

v d d A

A g g m m F m m n n n n F m m n n

ξ η φ ξ η ξ η
=

= =

∇ = Φ

⎡ ⎤= + − + + +⎣ ⎦

∑∫∫

∑∑ + −

 

 

18
4

,
1

20 20

, , ,
1 1

( , ) ( , )

( 1) ( 1) ( 4, )

( 1) ( 1) ( , 4)

[ ( 1) ( 1) ( 1) ( 1)]

( 2, 2)

j j k k
k

p p q q p q p q

p p q q p q p q
j k p j q k

p q p p q q q q p p

p q p q

v d d B

m m m m F m m n n

n n n n F m m n n
B g g

m m n n m m n n

F m m n n

ξ η φ ξ η ξ η
=

= =

∇ = Φ

− − × + − +⎧ ⎫
⎪ ⎪

+ − − × + + −⎪ ⎪= − ⎨ ⎬+ − − + − −⎪ ⎪
⎪ ⎪× + − + −⎩ ⎭

∑∫∫

∑∑
(1.29) 

 
 

  
In 2D, if the magnetic field is written as ẑ ψ= ×∇B , and if ψ has the expansion as in Eq. (1.3), 

i.e., 
18

1
i i

i
ψ ν

=

= Ψ∑ , then we can compute the matrix element: 

[ ]
18

,
1

( , ) , ,j j

j k k
k

v d d v

R

d dξ η ξ η ψ φ ψ

=

⎡ ⎤∇ ∇Φ = ⎣ ⎦

= Φ

∫∫ ∫∫

∑

BBi i ξ η

2) l

m n− ×

 

 
( )( )

18 18 20 20 20 20

, , , , ,
1 1 1 1 1 1

( 2,

j k p j q i r k s l p q q p r s s r
i l p q r s

p q r s p q r s i

R g g g g m n m n m n

F m m m m n n n n
= = = = = =

≡ −

+ + + − + + + − Ψ Ψ

∑∑∑∑∑∑  (1.30) 

 
  

( )
( )
( )

18 18
2

, ,
1 1

20 20 20

, , , , ,
1 1 1

( , ) ,

( 1) 3, 1

( 1) 1, 3

i i j k j k
j k

q q p q r p q r

i j k p i q j r k p r r p
p q r q q p q r p q r

v d d G

m m F m m m n n n
G g g g m n m n

n n F m m m n n n

ξ η ψ ψ ξ η
= =

= = =

⎡ ⎤∇ = Ψ Ψ⎣ ⎦

⎡ ⎤− + + − + + −
⎢ ⎥= −
⎢ ⎥+ − + + − + + −⎣ ⎦

∑∑∫∫

∑∑∑

 (1.31) 
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 (1.32) 
[ ]

( ) (

18 18

, ,
1 1

20 20 20

, , , , ,
1 1 1

( , ) ,

1, 1

i i j k j k
j k

i j k p i q j r k q r r q p q r p q r
p q r

v d d K

K g g g m n m n F m m m n n

ξ η ψ φ ξ η
= =

= = =

= Ψ Φ

= − + + −

∑∑∫∫

∑∑∑ )n+ + −

 
Suppose f(x,z) is a function with a known Taylor’s series expansion about the origin of each 
triangle: 

0 0

0 0

4

0 0
0 0 ,

4

0 0 0 0,

1( , ) ( ) ( )
!( )!

(cos ) ( sin ) (sin ) (cos )
!( )! !( )!

kk
l k l

l k l
k l x z

l p p k l q qkk l k l
k p q p q

l k l
k l p qx z

ff x z x x z z
l k l x z

f
x z p l p q k l q

θ θ θ θ ξ η

−
−

= =

− − −−
− − +

−
= = = =

⎡ ⎤∂
= − −⎢ ⎥− ∂ ∂⎣ ⎦

⎡ ⎤ −∂
= ⎢ ⎥∂ ∂ − − −⎣ ⎦

∑∑

∑∑ ∑ ∑
 

 
Then, we can compute: 
 

 

0 0

4

0 0 0 0

,

( , )

(cos ) ( sin ) (sin ) (cos )
!( )! !( )!

k l k l
i i
j klpq j

k l p q

l p p k l q qk
i i i i
klpq l k l

x z

f dxdz M F k p q m p q n

fM
x z p l p q k l q

ν j

iθ θ θ θ

−

= = = =

− − −

−

⎡ ⎤ = − − + + +⎣ ⎦

⎡ ⎤ −∂
= ⎢ ⎥∂ ∂ − − −⎣ ⎦

∑∑∑∑∫∫
 (1.33) 

 
where the index i refers to the number of the triangle. 
 
In order to evaluate the differential operator appearing in the GSS equation, we first expand the 

function (1/x) in terms of it’s derivatives as in Eq. (1.3), i.e. 
18

1
1/ (1/ )k

k
kx xν

=

= ∑ .  Using this, we 

can calculate the matrix element 

 

18

,
1

18 20 20 20

, , , ,
1 1 1 1

1 1

( 2, ) 1
( , 2)

j k j j
kelement

q r p q r p q r
k j p i q k r j

i p q r q r p q r p q r

dxdy I
x x x y x y

m m F m m m n n n
I g g g

n n F m m m n n n ix

ψ ψν
=

= = = =

⎛ ⎞∂ ∂ ∂ ∂
+ = Ψ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

+ + − + +⎡ ⎤ ⎛ ⎞= ⎢ ⎥ ⎜ ⎟+ + + + + − ⎝ ⎠⎢ ⎥⎣ ⎦

∑∫∫

∑∑∑∑
(1.34) 

 
The terms appearing on the right of Eq. (1.17) are readily calculated once terms like ( )xp ψ′  are 

expanded in terms of their derivatives, i.e. ( )
18

1
j j

j

xp xν
=

p′ ′= ∑ , thus 

 ( )
18 20 20

, ,
1 1 1

( , )j p j q k p q p k
k p qtriangle

qxp dxdy g g F m m n n xpν
= = =

′ ′= +∑∑∑∫∫ +  (1.35) 
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Appendix C:  Alternate form for incompressible MHD matrices: 
 
The matrices in Eq. (1.15) can also be written in terms of the deviation of the solution from an 
initial equilibrium.  Thus, if we define the vector: 

 
0

0

nn
jj
nn
j jj

⎡ ⎤ j⎡ ⎤ ⎡ ⎤Φ ΦΦ
≡ −⎢ ⎥ ⎢ ⎥ ⎢ ⎥Ψ ΨΨ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦

�
�  (1.36) 

The matrix equations can be written 

 
11 12 11 121

21 22 21 221

n n
j j j jj

n
j j j jj j

S S D D
S S D D

+

+

′ ′ ′ ′ j
n

⎡ ⎤ ⎡⎡ ⎤ ⎡ ⎤ ⎤Φ Φ
=⎢ ⎥⎢ ⎥ ⎢ ⎥′ ′ ′ ′ ⎢ ⎥Ψ Ψ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢⎣ ⎦ ⎣ ⎦ ⎥⎣ ⎦ ⎣

� �
�

⎦
�  (1.37) 

11 12 * 0 * 0
, , , , , ,

21 22 * 0 * 0
, , , , , ,

0111 12
, , , 2

21 22

[ ( ) ] ( )
( ) [ ( )

[

j j i j i j k k k i j i j k k k

j j i j k k k i j i k j k k i j

n
i j i j k k kj j

j j

S S A t G B tG
S S tK M t K A

A tGD D

D D

θδ µ θδ
θδ θδ η

δ

⎡ ⎤′ ′⎡ ⎤ + Φ + Φ + − Ψ + Ψ
= ⎢ ⎥⎢ ⎥′ ′ Ψ + Ψ + Φ + Φ −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

− Φ + Φ′ ′⎡ ⎤
⎢ ⎥

−⎢ ⎥ =⎢ ⎥′ ′⎢ ⎥
⎢ ⎥⎣ ⎦

��
� �

�

]
01

, , 2

* 0 * 0
,

0 0 * 01 1
, , , , ,2 2

* 0
,

[

( ) (1 ) ] ( )]

[ { [ (

(1 ) }( )]

n
i j k k k

k k i j k k

n n
i j k k k i j i j k k k k k

i jk k

tG

B

tK M t K

A

δ

θ θ µ θ

δ δ

θ ηθ

⎡ ⎤Ψ + Ψ
⎢ ⎥

Φ + Φ + − − Ψ + Ψ⎢ ⎥
⎢ ⎥

− Ψ + Ψ − Φ + Φ − Φ + Φ⎢ ⎥
⎢ ⎥− −− Ψ + Ψ⎣ ⎦

�

� �

� � �

�
)]θ

 (1.38) 
This form allows the matrices to be evaluated only once per problem for a linear calculation.  In 
this case, the LU decomposition is performed only once at the outset, and Eq. (1.37) is solved 
every timestep with a matrix multiplication and the LU back-substitution. 
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Appendix D:  A second alternative form for the reduced MHD equations matrices. 
 
We note that it is possible to eliminate ψ�  from the time advancement equation for φ  in Eq. 
(1.13).  After applying the θ-centered time differencing, this yields the set of time advance 
equations: 
 

 
{ } { }2 2 1 2 2

1 2 1 2

2 0
2

( ) ( 1)n ntL t L tL t L

t L tR

θδ θδ θδ θ θ δ

θδ δ

+∇ + + Φ = ∇ + + − Φ

− Φ +

� �
                   (1.39) 

 
  (1.40) 22 1 21 1 21 22n n nS S D D+ +′ ′ ′Ψ = − Φ + Φ + Ψ� � � n′ �

 
The feature of this formulation is that Eq. (1.39) does not involve 1n+Ψ� , and so these two 
equations can be solved in series, resulting in a much faster solution time compared to the 
formulation given in Eq. (1.15). 
 
We have defined the operators 
 

1 2 1 2 1 0 2 1 2 0 1 4
1

1 2 2 0 0 1 1 2 2 0 0
2

2 1 0 0 1 0 0

, , , ,

, , ,

, , 2 , ,

n n n n n

n n n

n n
x x x

L

L

µ+ + + + +

+ + +

+ +

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤Φ = ∇ Φ Φ + ∇ Φ Φ + ∇ Φ Φ + ∇ Φ Φ − ∇ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡⎡ ⎤ ⎡ ⎤Φ = ∇ Ψ + ∇ Ψ Ψ + Ψ Φ − Φ ∇ Ψ + ∇ Ψ Ψ + Ψ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣
⎡ ⎤ ⎡⎡ ⎤ ⎡ ⎤− ∇ Φ Ψ + Ψ Ψ + Ψ − Φ Ψ + Ψ Ψ + Ψ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣

� � � � � � �

� � � �� � �

� � � �� �

1 0 0

2 2 0 2 0

2 2 0 2 0 4

2 , ,

, , ,

, , ,

n
y y y

n n n

n n n n

R

µ

+⎡ ⎤⎡ ⎤− Φ Ψ + Ψ Ψ + Ψ⎣ ⎦⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − ∇ Φ Φ − ∇ Φ Φ − ∇ Φ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ ∇ Ψ Ψ + ∇ Ψ Ψ + ∇ Ψ Ψ + ∇ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

� ��

� � � �

� � � � �

1n+

⎤
⎦

⎤
⎦

�

 

 
Evaluation of the terms in Eq. (1.39) requires computation of the new integrals that appear in the 
matrix elements.  For any functions , ,φ ψ ζ  with corresponding vectors , ,Ψ Φ Ζ : 
 

 
[ ]2 2

18 18 18

, , ,
1 1 1

( , ) , , , ,i i

i j k l j k l
j k l

v d d v

P

d dξ η φ ψ ζ ξ η ψ φ ζ ξ η

= = =

⎡ ⎤⎡ ⎤ ⎡ ⎤∇ = ∇ ⎣ ⎦⎣ ⎦⎣ ⎦

= Ψ Φ Ζ

∫∫ ∫∫

∑∑∑
 (1.41) 

where 
 

20 20 20 20

, , , , , , ,
1 1 1 1

( 1) ( 1) ( )

( 1) ( 4, 2)

( 1) ( 2, 4)

r p s r p s p s s p

i j k l p i q j r k s l q q p q r s p q r s
p q r s

q q p q r s p q r s

m n n n m m m n m n

P g g g g m m F m m m m n n n n

n n F m m m m n n n n
= = = =

⎡ ⎤⎡ ⎤+ − − + − − ×⎣ ⎦⎢ ⎥
= ⎢ ⎥− + + + − + + + −⎧ ⎫⎪ ⎪

⎢ ⎥⎨ ⎬+ − + + + − + + + −⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

∑∑∑∑

 (1.42) 
similarly,  
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similarly,  

 
[ ] [ ]2 2

18 18 18

, , ,
1 1 1

( , ) , , , ,

,

i i

k j i l j k l
j k l

v d d v

P

d dξ η ψ ζ φ ξ η ψ φ ζ ξ η

= = =

⎡ ⎤ ⎡ ⎤∇ = ∇ ⎣ ⎦⎣ ⎦

= Ψ Φ

∫∫ ∫∫

∑∑∑ Ζ
 (1.43) 

Other needed relations follow from the permutation symmetry of the Poisson bracket, 
thus 

 , , , , , ,i j k l l j k iP P= −  (1.44) 
 
We further define 
  

 
[ ]{ } [ ]{ }[ ]

18 18 18

, , ,
1 1 1

( , ) , , , , , , ,i x x y y x x y y i

i j k l j k l
j k l

v d d

R

v d dξ η φ ψ ζ φ ψ ζ ξ η ψ φ ψ φ ζ ξ

= = =

⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤ + = +⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

= Φ Ψ Ζ

∫∫ ∫∫

∑∑∑

η

2)

4)

(1.45) 

where  
 

 
20 20 20 20

, , , , , , ,
1 1 1 1

( )

( 1) ( 1)

( 4,

( 1) ( 1)

( 2,

p s s p

q r r q q r

p q r s p q r si j k l p i q j r k s l
p q r s

q r r q q r

p q r s p q r s

m n m n

m m m n m n

F m m m m n n n nR g g g g

n n m n m n

F m m m m n n n n

= = = =

− ×⎡
⎢
⎧ ⎫⎡ ⎤− − − ×⎢ ⎣ ⎦⎪ ⎪⎢

+ + + − + + + −= ⎪⎢ ⎪⎪ ⎪
⎨ ⎬⎢ ⎡ ⎤+ − − − ×⎪ ⎪⎢ ⎣ ⎦
⎪ ⎪+ + + − + + + −⎪ ⎪⎩ ⎭⎣

∑∑∑∑

⎤
⎥
⎥
⎥
⎥
⎥
⎥

⎢ ⎥
⎦

(1.46) 

 
Multiplying Eq. (1.39) by each test function, integrating over the triangles, and using 
these and previous definitions, we obtain: 
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and finally 
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