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Fluidlike models have long been used to develop qualitative understanding of the drift-wave 
class of instabilities (such as the ion temperature gradient mode and various trapped- 
particle modes) which are prime candidates for explaining anomalous transport in plasmas. 
Here, the fluid approach is improved by developing fairly realistic models of kinetic 
effects, such as Landau damping and gyroradius orbit averaging, which strongly affect both 
the linear mode properties and the resulting nonlinear turbulence. Central to this 
work is a simple but effective fluid model [Whys. Rev. Lett. 64, 3019 ( 1990)] of the collisionless 
phase mixing responsible for Landau damping (and inverse Landau damping). This 
model is based on a nonlocal damping term with a damping rate - u, 1 kll 1 in the closure 
approximation for the nth velocity space moment of the distribution function f, resulting in an 
n-pole approximation of the plasma dispersion function Z. Alternatively, this closure 
approximation is linearly exact (and therefore physically realizable) for a particular f. which 
is close to Maxwellian. “Gyrofluid” equations (conservation laws for the guiding-center 
density n, momentum mnull, and parallel and perpendicular pressures ~11 and pI) are derived 
by taking moments of the gyrokinetic equation in guiding-center coordinates rather 
than particle coordinates. This naturally yields nonlinear gyroradius terms and an important 
gyroaveraging of the shear. The gyroradius effects in the Bessel functions are modeled 
with robust Pad&like approximations. These new fluid models of phase mixing and Landau 
damping are being applied by others to a broad range of applications outside of drift- 
wave turbulence, including strong Langmuir turbulence, laser-plasma interactions, and the a- 
driven toroidicity-induced AlfvCn eigenmode (TAE) instability. 

I. INTRODUCTION 

Our general goal is to develop improved gyrofluid 
equations for nonlinear simulations of turbulence and 
transport in plasmas. “Gyrofluid” equations (or “gyro- 
Landau-fluid equations” as some have called them) de- 
scribe the dynamics of a limited set of fluid moments of the 
gyrokinetic equations (e.g., the guiding-center density n, 
parallel flow ~11, parallel pressure ~11, and perpendicular 
pressure pI) . The gyrofluid equations also include approx- 
imate models of kinetic effects such as phase mixing, 
Landau damping (and its inverse), gyroaveraging, and the 
dominant nonlinearities. 

Central to the improved accuracy of these new fluid 
equations is our new fluid model of phase mixing and 
Landau damping.’ This model has wide applicability out- 
side of our immediate interest in drift-wave-type plasma 
turbulence. In the present conference, variations of this 
model are being applied by Goldman and Newman2 to the 
Zakharov equations of strong Langmuir turbulence to in- 
clude self-consistent plasma heating effects, by Kaiser et 
~1.~ to laser light filamentation problems in laser-plasma 
interactions, and by Spong et al4 to numerical studies of 
the nonlinear dynamics of the a-driven toroidicity-induced 
AlfvCn eigenmode (TAE) instability. 

In this short paper we will focus on the phase-mixing 
paradigm to give intuitive insight into our fluid model. We 

‘Paper 813, Bull. Am. Phys. Sot. 36, 2454 (1991). 
bvited speaker. 

will also provide a brief overview of the extension to in- 
clude the effects of finite-gyroradius averaging and toroidal 
drifts, which will be given fuller treatment in subsequent 
papers.5.6 

II. PREVIOUS FLUID EQUATIONS AND THE LANDAU 
DAMPING PROBLEM 

Fluid equations provide a convenient reduced descrip- 
tion for many problems, and are frequently more amenable 
to analytic insight, nonlinear analysis, or computational 
solution than the full kinetic equations. However, it has 
been widely thought (with a few exceptions) that fluid 
equations are inherently unable to model Landau damping 
or other resonance effects, and that if these effects play a 
role in the problem at hand, then one must abandon fluid 
equations in favor of a fully kinetic treatment. For exam- 
ple, Krall and Trivelpiece’s standard text Principles of 
Plasma Physics states: 

“A property of Langmuir waves that is predicted by 
the Vlasov theory but which is completely outside the 
scope of fluid theory is the collisionless damping of elec- 
trostatic potentials...“’ 

They relate this failure to the closure problem in the 
fluid moment equations hierarchy (in their words, they say 
that fluid theory requires an ad hoc assumption about the 
equation of state relating the pressure to the density, while 
“Vlasov theory reveals the correct equation of state”). 
Spitzer expresses a similar idea in his classic little textbook: 
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“When conditions change with time, determination of 
the way in which pl and PII change is not possible in any 
simple way, since heat energy may flow along the lines of 
force. When collisions are infrequent, such a heat flow de- 
pends on the detailed nature of the velocity distribution 
function, and cannot be determined in any simple way 
from the macroscopic equations.“* 

Later in his book (p. 159) he goes on to say that, in 
these situations, “the macroscopic” (or fluid) “equations 
are not very useful, and the velocity distribution function 
f (r,w,r) must be analyzed.” 

Another argument which is sometimes given for why 
the usual fluid equations fail to reproduce Landau damping 
was first given in an early paper by Oberman.’ He showed 
that the kinetic theory reduces to the usual fluid results in 
the cold-plasma limit kv,/w < 1 (where vt is the average 
thermal speed of the plasma particles and w/k is the phase 
velocity of the wave), and then says (with a slight change 
of notation) : 

“What has happened to the Landau damping? One 
cannot expect the Landau damping to manifest itself in 
such a procedure, a power series expansion in (kvdw ), for 
in the Landau problem, in this limit, the damping goes as 

Im(Z) -e-1/(kudw)2, 

i.e., the damping goes to zero faster than any power of 
(kvdw).” 

The key to our success where earlier fluid attempts 
failed is the use of an improved closure approximation 
(e.g., a better approximation for the equation of state) 
which introduces a dissipative term with a damping rate 
- ] kll 1 vy Physically, this kll-dependent damping term 
mimics the collisionless-phase-mixing process underlying 
Landau damping (Sec. III). Mathematically, our closure 
turns out to be equivalent to an n-pole Pad6 approximation 
of the Z function, which works even though the exponen- 
tial term has no formal Taylor-series expansion. [An ex- 
ample of a “Pad? approximation is exp( - l/62) 
z l/( 1 + E- 2 + . * * ) . Also, Pad6 approximations are fre- 
quently more robust with faster convergence than Taylor- 
series approximations.] 

Although many have held that fluid equations must be 
abandoned if Landau damping is important, there have 
been others who have suggested ways to model Landau 
damping by adding various dissipative terms to fluid equa- 
tions. In the discussion after their Eq. (3.43), Kadomtsev 
and Pogutse” note in passing that the collisional dispersion 
relation for the current-convective instability (derived 
from Braginskii’s collisional equations) becomes similar to 
the collisionless dispersion relation (which involves 
Landau damping) when the mean-free path A z l/k,,. In 
this limit, the damping rate associated with parallel viscos- 
ity ispki - vJ/ikl;. - / k/l I vI. They elaborated on this in a later 
paper” on self-consistent magnetic fluctuations where they 
employed a resistivity proportional to I kll Iv,. That paper 
presented a set of equations that are similar to our two- 
moment set below, and contained the essential idea of add- 
ing a damping term with a damping rate z I kll I v,. How- 
ever, there are still some differences between our equations 

and theirs (our equations provide a smooth n-pole approx- 
imation valid in adiabatic, cold-plasma, and intermediate 
limits, and also retain additional nonlinearities). Further- 
more, their proposed extension to three-moment equations 
[see their Eq. (3.9)] involves a parallel heat flow propor- 
tional to .J$ while our expression for the parallel heat flow 
is proportional to Vl~Tll. We show below that phase mixing 
occurs even if El1 = 0. Physically, this enables us to phase 
mix perturbations which were generated nonlinearly (such 
as in ion Compton scattering), in addition to phase mixing 
those perturbations which were linearly proportional to 
Ell* 

Other examples of proposed Landau damping models 
include Lee and Diamond’s’2 choice of a parallel momen- 
tum viscosity ~11 z & I o I and a parallel heat conductivity 
xl1 =0, and Waltz’s choiceI ,uII =xII =min( 21’2v,/ 1 kl,I, 
2vi./ I w,I ) . All of these previous models employ a nonzero 
~11, while we have shown’ that in order to conserve energy 
and to properly reproduce several features of the ion tem- 
perature gradient (ITG) instability, one must use a three- 
moment set of fluid equations with ,ull = 0 and rely only on 
xl1 to model Landau damping. If, however, one can ignore 
the temperature evolution equation (perhaps when looking 
at drift waves with VT=O), one can use a simpler two- 
moment set with a nonzero ,ull model. The recent work of 
Chang and Callen is discussed below in Sec. III G. 

Ill. THE PHASE-MIXING PARADIGM 

In this section we will present a very simple phase- 
mixing paradigm to provide insight into the essential fea- 
tures of our fluid model of Landau damping. [Although 
phase mixing itself is well known, it is a very useful frame- 
work for understanding the problem at hand. It was Dr. 
Oberman who first suggested that I (GWH) should per- 
haps consider this perspective.] 

A. Exact kinetic phase mixing 

Consider a one-dimensional kinetic equation for a non- 
interacting neutral gas (El, = 0 for now), 

af af 
z+u ;?;=S(t)fo(z,v), (1) 

where f (z,v,t) is the particle distribution as a function of 
position z, velocity v, and time t; fo(z,v) provides the initial 
conditions at t=O. This equation involves the usual linear 
propagator, and the solution of this equation is the Green’s 
function which can then be used to solve more complicated 
problems by convolving with additional source terms on 
the right-hand side. For example, linear Landau damping 
adds thesource term - (e/m)Ell(x,t)afM(v)/av. Thus, an 
accurate fluid model of Eq. ( 1) should also be applicable to 
more complicated problems. 

The exact solution of Eq. ( 1) is just f (z,v,t) 
= fo(z - vt,v)H(t). Consider an initial f. that is Max- 
wellian in velocity but has a small density perturbation 
with a single Fourier harmonic in the z direction, 
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fo(.w) = (n0+w’Yfdv). 
The solution at future times is just 

(2) 

f(.w~) = (n0+w w-Uf)) (I/ ~)e-lmu;~* 

Note that f just oscillates in time with a frequency o= kv 
and there is no damping. However, all v moments off will 
exponentially decay in time. For example, consider the 
density as a function of time: 

n(z,t) = dvf=no+n~ 

Evaluating this integral we find that any initial density 
perturbation will decay away with a Gaussian time depen- 
dence: 

(3) 

6. The limits of the usual fluid equations 

We first present the usual fluid equations and show 
how they fail to reproduce this phase mixing. For later use, 
we will start with a kinetic equation that includes the elec- 
tric field E: 

af af e af at’vaz+;Ez=O, (4) 

where e/m is the charge-to-mass ratio of the particles. As 
usual, fluid equations are derived by taking moments (op- 
erating with Sdv v’), which leads to the following set of 
equations for the particle density n = $dv f, the momentum 
density mnu=m$dv fv, and pressurep=mJ’dv f(v-u)‘: 

an a 
;?;+z (un) =o, (5) 

a ap 
mnu) -l-z (umnu) = -z+enE, 

a a 
,+,(up,=-2p;-$ 

(6) 

(7) 

where q = mSdv f (v - u)~ is the heat flux. Each of these 
equations is an exact integral of the kinetic equation, and 
expresses an exact nonlinear conservation law for the con- 
servation of particles, momentum, energy, etc. Although 
exact, each of these equations is coupled together in an 
infinite hierarchy: to find the evolution of n requires knowl- 
edge of u, to find u requires p, p requires q, etc. The prob- 
lem is in the vdf/dz term of Eq. (4) which always intro- 
duces the II’+’ moment into the evolution equation for the 
v’ moment. 

The usual treatment of this closure problem has been 
to ignore one of the higher moments, such as in the cold- 
plasma approximation p =O. Sometimes the dynamical 
equation for p is kept but q=O is assumed. Sometimes a 
higher moment is approximated in terms of lower mo- 
ments, for example assuming an equation of state such as 
p = po(n/no) r. A q=O approximation in Eq. (7) is equiv- 
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FIG. 1. The evolution of a density perturbation from the exact kinetic 
theory, illustrating phase mixing, and from two-, three-, and four-moment 
fluid models (all without dissipation) which fail to reproduce phase mix- 
ing. 
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FIG. 2. The evolution of a density perturbation from the exact kinetic 
theory, illustrating phase mixing, and from one-, two-, and three-moment 
fluid models (including dissipation terms to model the phase mixing). 
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FIG. 3. The same as for Fig. 2, but with a four-moment fluid model 
(including dissipation) that provides an excellent fit to the exact kinetic 
theory. 
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alent to using this equation of state with the ratio of spe- 
cific heats I = 3 [consistent with l? = (2 +d)/d, where the 
number of degrees of freedom d= 1 in this one-dimensional 
gas]. A I= 1 approximation is sometimes used for the iso- 
thermal limit where the heat flux q is assumed to be so 
large (an opposite extreme from the q=O approximation) 
that it immediately wipes out all temperature gradients. 

It is reasonable to try the simplest approximations first, 
and in fact a great deal of progress has been made in 
plasma physics using such approximations, probably be- 
cause they satisfy important conservation laws while still 
being analytically tractable. However, none of these simple 
closures is able to reproduce phase mixing. Linearizing and 
Fourier transforming the first two fluid equations, Eqs. (5) 
and (6) with E=O for now, and using the approximation 
PI = Torn,, one obtains: 

-iwnl+iknou,=O, (8) 

-iwmnou, +ikrTon, =O. (9) 

The solution is composed of a sum of modes with frequen- 
cies o = f fljkl vt. Selecting I= 1 [to match the iso- 
thermal initial condition of Eq. (2)], and matching the 
initial conditions nl (t) = n1 (0) and u1 (t) = 0, yields the 
solution n,(t) = nl(0)cos(jkjvg). Figure 1 shows that 
this initially agrees with the exact kinetic phase-mixing 
result of Eq. (3), but it eventually diverges from the exact 
decaying result since it is oscillatory. Also shown in Fig. 1 
is the linearized solution of Eqs. (5)~(7) with the q=O 
approximation, showing a better fit for a slightly longer 
time, although it eventually diverges because it too is os- 
cillatory. 

C. Attempted extension to higher moments 

One might hypothesize that the fluid equations could 
be improved by keeping more fluid moments before mak- 
ing a closure approximation. For example, rather than set- 
ting q=O, one could keep the fluid equation for q: 

a4 a 
~+-@4’=-3q~+3~y& (10) 

although this will require a closure approximation for the 
next higher moment r=m$dvf(v-u)4=nm((v-u)4). 
A reasonable choice might seem to be r 
z nma((v-u)2)2=ap2/(nm), where the factor a=3 for 
a Maxwellian f. However, the results of linearizing Eqs. 
(5)~( 10) and numerically solving them for the phase- 
mixing test case are also shown in Fig. 1. Again, for a 
slightly longer time the four-moment solution fits better 
than the two- and three-moment solutions, but its long 
time behavior is oscillatory. 

It is possible to show that a wide class of linear closure 
approximations fail to reproduce phase mixing. The gen- 
eral expression for the evolution of the Ith moment, W, 
= Sdvf(v - u)‘=n((v - u)‘) canbeshowntobe 

awl a fcl ap awl,, at+z (uw’)=-lw’~+l---- mn dz az . 
(11) 

[Since W,=O, these equations are supplemented by Eq. 
(6) for u.] Linearizing Wl(z,t> = W,, + 6 W,(z,t), the gen- 
eral linear closure approximation for the unknown highest 
moment is SW, = Z~=c,~- ,Cfi Wl. We now have L. equa- 
tions in L unknowns. Linearizing and Fourier transform- 
ing them will lead to a matrix with purely real coefficients, 
because when Eq. ( 11) is linearized and Fourier trans- 
formed, each term involves either a J/at+ -iw or a d/ 
dz-+ik so that all of the Ps cancel. (This is true only if the 
closure coefficients CL are real, which we will assume for 
now.) Setting the determinant of this matrix to zero will 
result in an Lth-order polynomial in w, whose roots are the 
eigenfrequencies of the system. All of the coefficients of 
that polynomial are real, so that the roots must come in 
complex-conjugate pairs: for any damped root that might 
model phase mixing, there must be also be a growing root, 
which would be unphysical. Presumably the closure coef- 
ficients could be chosen in such a way that all of the eigen- 
frequencies are real, which would be more physical but 
which would still fail to reproduce phase mixing. 

D. The simplest possible fluid model of phase mixing 

In this subsection we present a one-moment fluid 
model of phase mixing. It may seem overly simplistic, but 
it does illustrate the basic idea behind the model. In the 
next subsection we show how the model can be made more 
accurate by keeping additional fluid moments before 
damping is introduced. 

It is perhaps obvious that one could try to model phase 
mixing by adding some type of damping to the fluid equa- 
tions, but the key is to find the proper form for that damp- 
ing. Mathematically, the addition of damping is equivalent 
to allowing the closure coefficients C, of the previous sub- 
section to be complex. Consider just the first fluid equation, 
Eq. (5), for the conservation of particles. We will approx- 
imate the higher moment un in terms of the lower moment 
with an expression of the form unz -D &z/dz, i.e., a 
Fick’s law for diffusion, which will certainly introduce 
damping into our equations. The solution of this one- 
moment model is simply ni(t) = n,(O)exp( - Dk’t). 
This exponential decay has a time scale Y - Dk’, while the 
exact kinetic result in Eq. (3) was a Gaussian decay with 
a time scale v - ( k 1 v,. Although these two results have 
different forms, we can ensure that they have the same 
time-averaged values (as illustrated in Fig. 2) by setting 

D= &%&+I ). 

SinceDk a l//k1 in wave-number space, D itself is actually 
an integral operator in real space, as shown in Ref. 1. 
Defining the particle flux rk= -D, &/az= - D,iknk 
(where this particle flux I is not to be confused with the 
earlier use of I as the ratio of specific heats), one can 
evaluate the inverse Fourier transform to find that the real- 
space representation of the particle flux l? is 
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r(z) = ,,L, 1n lim I- m dk eike-IklTk 
\AlJ I r-.0 J--m 

= -$;$ I_:, &‘~‘$yy) 

n(z+z’) -n(z-z’) 
= -9 Joa dz’ =, , (12) 

where we have used the convolution theorem, and the fac- 
tor of exp( - 1 k 1 E) was added to define infinite integrals. 
Equation ( 12) shows that the particle flux E is driven by 
an average nonlocal density difference. Many numerical 
codes use a spectral representation in the magnetic field 
direction and so can use the simple Fourier representation 
for rk rather than the convolution form for E (2). 

E. Extension of phase-mixing models to higher 
moments 

As illustrated in Fig. 2, the accuracy of these fluid 
models of phase mixing can be improved by keeping more 
fluid moments before introducing a closure approximation. 
For example, the two-moment model shown in Fig. 2 is 
based on keeping both the density and momentum conser- 
vation equations, Eqs. (5) and (6)) and approximatingp in 
terms of lower moments as p =: nTo - rnnp au/az. The 
damping is provided by the viscositylike p which is as- 
sumed to have the form p = ,u,vJ 1 k I, in analogy with the 
scaling found for D in the one-moment case. After linear- 
ization and Fourier transforming, the density perturbation 
is found to have the frequency components w/l kl vy 
= f /&$ - ip1/2. We choosep,= m to give the 
same time-averaged response as the exact kinetic result. 

The two-moment model does not conserve energy 
since Eq. (7) is ignored and a constant temperature To is 
assumed. However, momentum and particles are con- 
served since the only approximation made is in p, which 
appears only inside a derivative as ap/az and so represents 
a flux of momentum from one place to another while con- 
serving total momentum. The two-moment model does re- 
produce the main qualitative features of the kinetic result 
and may be sufficiently accurate for some problems where 
the temperature is fairly constant, such as VT=0 drift 
waves or the a-driven TAE instability (as is being done in 
Ref. 4). 

Although the one-moment model was not even first- 
order accurate in t for small t, the two-moment model is 
now second-order accurate in t, independent of the choice 
of p. Higher moment fluid models become increasingly 
accurate as a Taylor series in t, while the damping which is 
added to the highest moment ensures that the proper long- 
time behavior is recovered as well. Figure 2 shows the 
results from the three-moment model as derived in Ref. 1, 
i.e., Eqs. (5)-(7) are kept, and the heat flux is chosen to be 
q= - nX aT/dz, where x = 2 $&u,/ / k I . By going to 
three-moments, we now conserve energy as well, which is 
needed to study modes such as the ion-temperature- 
gradient-driven (ITG) instability. As shown in Fig. 3, even 

better accuracy is achieved by going to the four-moment 
model given in Ref. 1. 

F. Discussion 

There are a number of parallels between the phase- 
mixing paradigm and the usual Landau damping problem. 
For example, f itself does not decay, while all integrals of 
f do. More fundamentally, the phase-mixing problem is 
equivalent to solving for the Green’s function, so these 
fluid models should be applicable to a wide number of 
problems (as long as the closure coefficients are chosen to 
conserve energy’ ). A number of results are given in Ref. 1 
which illustrate the generality of these equations, at least 
linearly. An n-moment fluid model is equivalent to an n- 
pole approximation of the Z function in one dimension, or 
of the full dispersion relation resulting from the drift- 
kinetic equation in slab geometry (generalizations to in- 
clude finite gyroradius and toroidal effects are discussed 
below), i.e., it reproduces the main features of ITG and 
drift waves and models inverse-Landau damping as well. 
The Z function assumes that fo( v) is Maxwellian. Refer- 
ence 1 shows that there exists an fo(v) which is close to 
Maxwellian and which exactly reproduces the n-pole fluid 
response function. It is comforting to know that there is a 
physically meaningful fo( v) that is equivalent to the as- 
sumed fluid closures. 

Although we have not proven convergence formally, it 
does appear from our numerical work (e.g., Figs. 2 and 3) 
that these fluid models converge to the exact Z function 
fairly rapidly as the number of moments n increases. An- 
other conjecture is that almost any f(v) could be modeled 
by keeping enough moments and generalizing somewhat 
the form of the damping coefficients for the highest mo- 
ments (so that it is not written in terms of just the Max- 
wellian v,). However, the convergence might be slow (or 
nonexistent) for some types of distribution functions which 
are not sufficiently smooth. 

It should be pointed out that the class of two-pole 
Z-function approximations of Fried et aLI reduces to our 
two-moment result only when their parameter c is chosen 
to be [2-(r/4)] 1’2=: 1.10, though the most widely cited 
result from Fried et al. is with c=O.60. In the cold-plasma 
limit 6 = w/k @vt > 1, the g=O.60 two-pole approximation 
is asymptotic to -1/[-1.8/(2[3)+***, while the real Z 
function is asymptotically - l/c-- l/(2$) + * * -. One can 
find the equivalent fo(v) from the 6=0.60 approximation 
and show that Sdv fo(v) gives 1.8 times the density of the 
actual fM( u). However, by choosing c= 1.10 (or using any 
of our higher-moment approximations) one finds that the 
proper coefficient of the l/c3 term is obtained, thus leading 
to the proper density normalization. In the cold-plasma 
limit, the l/c term in the Z function just cancels the adi- 
abatic part of the plasma response so that it is actually the 
l/f3 term that determines the plasma behavior. 

We have demonstrated the accuracy of our fluid model 
only for linear Landau damping. This is probably sufficient 
for the types of problems we are presently interested in, 
such as drift-wave-type turbulence. Because k(k, - E ( 1 
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in the usual gyrokinetic ordering, drift-wave turbulence is 
usually assumed to be dominated by the ExBVf, 
nonlinearities’2~‘3”5 and not the El1 df i/&l1 nonlinearity 
(which would be related to nonlinear Landau damping and 
particle ‘trapping). This should be valid unless for some 
reason df,/dv,~ becomes very large, of order f,/(up), 
which would seem unlikely in a real plasma having waves 
with a broad spectrum of parallel phase velocities, w/k,,. 

Even if parallel nonlinearities are important, the fluid 
equations[(5)-(7), (lO),and(ll)]docontainmanynon- 
linear terms which may capture the relevant physics. Each 
fluid equation is an exact nonlinear conservation law: ap- 
proximations are introduced only in the highest moment in 
a way which still preserves the conservative form of the 
equations. Investigation of the nonlinear limits and capa- 
bilities of these equations is still underway. Some types of 
nonlinearities are already modeled sufficiently accurately 
with two to four moment equations.2 It might even be 
possible to extend these equations to model the local flat- 
tening of f(v) caused by particle trapping in nonlinear 
Landau damping,i6 but that would probably require at 
least five moment equations. Nevertheless, our fluid model 
of kinetic phase mixing is only an approximation and so 
breaks down somewhere. In particular, it would probably 
be ill-suited for some types of problems which depend sen- 
sitively on the velocity space details of a complicated dis- 
tribution function f(v). 

G. Another approach 

We have presented a physically motivated rationale for 
a fluid model of phase mixing with a diffusion coefficient 
that scales as D - v,/ I k / , showing that it is equivalent to 
an n-pole approximation of the Z function. Chang and 
Callen17 have presented an alternate approach to this prob- 
lem in terms of a hybrid fluid-kinetic calculation. In brief, 
they use the nonlinear fluid equations for the lower mo- 
ments, using the exact linear kinetic result to close the 
higher moments. For example, in the linear definition of 
ql=m$ dv(f,v3-3fouv2), one would use the linear solu- 
tion of the Vlasov equation (including the driving electric 
field), f I = (e/m) k+ afd&/( w - kv) . This relates q1 
to 4. Similarly, other moments (such as T,) can be 
expressed in terms of 4, allowing one to eliminate 4 and 
produce an exact linear expression of the form 
q,=-noX(W/IkIvt)ikT1, whereX(w/Iklv,) is a complex 
heat conductivity function which involves the Z function, 
and so is linearly exact. [Actually, they employ a 
Chapman-Enskog-like procedure which eliminates the 4 
dependence from the start.] 

In the w ( 1 kl u, limit, it turns out that their 
x(dlklvt) d re uces to our result, x = 2 ,,/% ( VJ I k I ). 
This is the regime where the phase mixing is important. 
The opposite limit of w ) I k I v, is where the fluid equations 
automatically work already and it does not matter too 
much what is assumed for the higher moments. Of course 
there may be some problems for which higher linear accu- 
racy is desired, although the transcendental dependence on 
o would have to be approximated in some way for nonlin- 

ear initial-value codes. One approach would be to use some 
kind of instantaneous estimatei of w. Another would be to 
use an n-pole approximation for x(w/ I k ( vt), which turns 
out to be equivalent to our approach of just keeping n more 
fluid moments beyond p. These additional fluid moment 
equations would also introduce more nonlinearities. 

Chang and Callen have also included collisions and 
fully electromagnetic perturbations (while we have been 
working primarily in the collisionless electrostatic limit for 
now). There are some other differences in our work that 
one should be aware of when making comparisons. From 
the full Boltzmann equation, they derive three fluid equa- 
tions for theparticle density, parallel momentum, and total 
pressure p. They employ linear closure approximations for 
the stress tensor II (which corrects for the differences be- 
tween pl and p/l), and for the parallel flow of total heat. 
The four fluid equations we derive from the gyrokinetic 
equation are for the guiding-center density, parallel mo- 
mentum, and parallel and perpendicular pressures pII and 
pI, employing linear closures for the parallel flows of both 
perpendicular and parallel heat. This explains why their 
equations contain both momentum viscosity and heat con- 
duction terms, while ours only have heat conduction terms. 
Our approach also has some additional nonlinearities, be- 
cause we do not assume a linear closure approximation for 
the stress tensor. Their choice of variables and coordinates 
was partially motivated by a desire to reduce to the tradi- 
tional form of the usual Braginskii equations in the colli- 
sional limit. However, this has meant that they have fo- 
cused on longer wavelengths where second-order 
expansions in kg can be made, while we have found it 
easier to develop robust finite-gyroradius models by start- 
ing with the guiding-center coordinates of the gyrokinetic 
equation. 

IV. EXTENSION TO OTHER PHASE-MIXING 
PROCESSES 

The toroidal electrostatic avrokinetic equation in con- 
servative form is18-2o -- 

& (BF) +v*[BF(u,,bztvd+JoYE) 1 

-------+ uII ( &‘b^)~JovE-,&VB 

J (13) 
where F(vII,p,x,t) is the total distribution function (con- 
taining both equilibrium and perturbed parts) and p 
= II:/( Jo( k,vl/CI) is an operator that carries out the 
gyroaveraging of the electric field. The combination BF 
appears because the magnetic field B is the velocity space 
Jacobian, i.e., the guiding-center density is 

ngc- j- d3v F= j- du,, j- dp BF. (14) 

Imposing quasineutrality on the particle density (not the 
guiding-center density) yields 
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s e@ 
ne=niz d3v Jd7-nd 1 -roWI 1 z, (15) 

where the last term is the polarization density due to the 
variation of the ion density around a gyro-orbit. Note that 
the particle density ni is different than the guiding center 
density nsC because of finite-gyroradius effects. 

As we have already found, the VII free-streaming term 
in Eq. ( 13) gives rise to parallel phase mixing (and the 
parallel Landau resonance) due to the spread in parallel 
velocities of different particles. Likewise, the vd and 
gyroradius-averaged EX B drifts will also give rise to phase 
mixing and associated resonances. In the case of the VII 
term, the phase mixing rate was Y - I kll I v, where vt is the 
average spread in parallel velocities. For a simple l/R 
magnetic field, the VB and curvature drift takes the form 

Vcj= - [(4+4/2)/nR]$ 

This term is responsible for toroidal drift resonances. Be- 
cause there is a range of drift speeds, i.e., high-energy par- 
ticles drifting faster than lower-energy particles, this term 
will also produce phase mixing. For example, consider the 
simple limit af/& + vd af/& = 0, and assume an initial 
density perturbation of the form nl (O)exp( ik,,y ) . The ki- 
netic result is nl(t) = n,(O)/(l + ik&t/2) dw, 
where Cd = 2u:/RR. Proceeding as before and adding a dis- 
sipation rate of order Y - I k,,l Cd into higher moments of 
the fluid equations would provide a model of this process, 
although this fluid model would have an exponential as- 
ymptotic dependence instead of the l/ts’2 scaling of the 
kinetic result. This asymptotic difference may not be im- 
portant for most applications. If it ever is important, it may 
be possible to improve the situation by allowing the dissi- 
pative terms to depend on w (employing some type of 
instantaneous approximation) or on time history integrals. 
A more complete discussion of the fluid models for these 
toroidal drift resonances can be found in Waltz et ~1.~ 

The gyroradius-averaged EX B drift will also lead to 
phase mixing because the gyroaveraging causes the high- 
energy particles to drift slower than low-energy particles. 
In the pI fluid equation, this introduces a dissipative term 
v-q, z no I( AJ,v,>*V I TL (in analogy to the parallel phase 
mixing which led to a dissipative term of the form V-q,, 
=: nOv, I V I TI, ) . Expanding the Jo for small kg, we see that 
this is a k 1 hyperviscositylike term. This new damping term 
is intrinsically nonlinear, being most important when 
klP - 1 and when the electric field is large enough so that 
vgkl is comparable to the linear growth rate. 

V. THE PROCEDURE FOR DERIVING THE GYROFLUID 
EQUATIONS 

In this section we outline the general procedure for 
deriving gyrofluid equations by taking moments of the gy- 
rokinetic equation and discuss some of the main issues that 
arise in the closure approximations and the nonlinear 

terms. (The complete derivation of the full set of gyrofluid 
equations will be presented in a later paper.) 

There are two gyroaveraging operators Jo in Eqs. 
( 13)-( 15), one is in the gyrokinetic equation itself, and the 
second is in the quasineutrality equation to handle the 
transformation from the guiding-center density to the par- 
ticle density. When these two equations are linearized and 
solved in a shearless slab, the two Jo’s combine to give a 
dispersion relation with coefficients of the form 
(Ji)o=Sd3v f,<u)Ji = JYo(bo) = exp( - bo)lo(bo), where 
IO is the modified Bessel function and b = pfe 
= ( TL/Mn2)$. This might suggest that one should oper- 
ate on the gyrokinetic equation by Jo before deriving mo- 
ment equations. However, this leads to complications in 
the magnetic field shear terms and in the nonlinear terms. 
As was point@ out ,by Bellew and Bakshi2’ and by 
Linsker,22 Jo[FbLx)]#b(x) J@’ in a sheared magnetic field 
because Jo and b(x) do not commute. The missing terms 
are of order kf12, and are as important as any other 
second-order gyroradius terms. A proper treatment of this 
leads to an important gyroaveraging of the effective 
k,,(x) which can significantly alter the radial eigenmode 
structure and eigenfrequency. The nonlinear complications 
arise from the Jo(FJovE) term, because the leading Jo op- 
erates on both the F and the UE, while the second Jo oper- 
ates only on vfi Because of these complications, it is more 
natural to first take moments of the gyrokinetic equation in 
guiding-center variables (i.e., do not operate with the lead- 
ing Jo yet), resulting in guiding-center fluid equations in- 
volving only a single power of (Jo). Although the guiding- 
center fluid variables are the ones being advanced in time, 
we need to know the particle density to calculate the fields. 
One way of doing this is to approximate the integral in Eq. 
(15) by 

s d3u Ji,F(x,v,t) z 
s d3v FM(v)Ji[a(x,t) 

+mm:1, (16) 

where a and 0 can then be related to the guiding-center 
density and temperature by the definitions nsC = Sd3v F and 
ngcTl,gc = Sd3v Fmv:/2. This ansatz for the vl dependence 
of F is suggested by the linear form of F, and is rigorously 
exact through second order in kg while being well be- 
haved for large kg. 

Our general goal has been to employ Pad&like approx- 
imations which are rigorously correct through second or- 
der in kg while still being well behaved for large klp. An 
example of this would be (Ji) z l/( 1 + 6) = (1 
- p:vy, which leads to Poisson-like equations which 
can be easily solved numerically [for example, by using fast 
Fourier transforms (FFT’s) in one direction and a tridi- 
agonal solver in the other]. Figure 4 compares various ap- 
proximations for (Ji), showing that the usual Taylor-series 
approximation introduces large errors for kg > 0.8, while 
the others are better behaved. Figure 5 compares the shear- 
less slab qCtit(b) from fluid equations employing various 
FLR (finite Larmor radius) approximations, with the ex- 
act kinetic result.23 By using the approximation (Jo) 
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k, p ( = b”2) 

FIG. 4. Comparisons of various types of approximations of the gyroav- 
eraging operator (&. 

z (Ji) “’ = r:” (which we have implemented numerically 
using FFT’s), one actually reproduces the exact linear ki- 
netic result. The curve labeled (Ji) = 1 - b employs a 
second-order Taylor series approximation of the usual ap- 
proach of combining the two Jo operators, ignoring the 
Bakshi-Linsker shear effect (which vanishes in this shear- 
less case ) . 

To sketch out the procedure for deriving the gyrofluid 
equations, consider the slab limit of Eq. ( 13). Multiplying 
by .fd3v, we produce a conservation law for the guiding- 
center density (we drop the gc subscript for now) : 

an 
z+V+zu,,b^) +V+z(JO)vE) =O. (17) 

Without specifying the exact form of the approximation for 
(Jo), we will assume it is a is a function only of b 

-l-- 

-2 1llI~IIII~IIII~II~I~IIII 
0 1 2 3 4 5 

k,p (= b”2) 

FIG. 5. Comparisons of the slab qcet(k,p) calculated with different ap- 
proximations for the gyroaveraging operators (Jo) or (J$. The (Jo) 
z rh” approximation reproduces the exact kinetic result. 
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0 10 20 30 
xiPi 

FIG. 6. Radial eigenfunctions for vi = 2.0, kYpi = 0.67, ri = r, L, 
= 4OL,, showing the good agreement between the exact kinetic result (a) 
and the gyrofluid result (b) but not the previously used fluid equations 
Cc). 

= p2kf, where the gyroradius p2 = pi + pt = ( TL,o 
+ Tl,l)/(ms22) contains equilibrium and perturbed com- 
ponents. Expanding the last term in Eq. (17) in the gy- 
rokinetic ordering leads to 

atJo>, 
l 7 v&. 

0 

The Vno term leads to the usual linear w* term. The Vnl 
term gives the nonlinear EXB convection of the perturbed 
density, using a gyroaveraged V~ The Vpi leads to part of 
the usual linear 70, FLR corrections [the rest of the FLR 
corrections appear when transforming these guiding-center 
variables to particle variables, along the lines of Eq. ( 16), 
for comparison with the usual fluid equations which are in 
particle variables]. Finally, the Vpi term gives rise to non- 
linear effects from the perturbations in the average gyrora- 
dius. Similar types of terms arise in the derivation of the 
other gyrofluid equations (for ~11, p/l, and pl). 

VI. CONCLUSIONS 

Figure 6 compares the radial eigenfunction calculated 
from the resulting gyrofluid equations with the exact ki- 
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netic result (calculated with Linsker’s integral-eigenvalue 
code22) and with the older fluid equations which had pre- 
viously been used by a number of researchers. The gyro- 
fluid equations agree very well with the kinetic result, 
while the old fluid equations predict a growth rate y which 
is 3.3 times too fast and a mode width A which is two times 
too large. This produces a mixing length estimate for 
x- yA2 that is about 13 times too big. (The eigenfrequen- 
ties wL,/cs calculated by the various equations were gy- 
rokinetic: -0.086+0.033i, gyrofluid: -0.086+O.O3Oi, 
and fluid: -0.275 +O. 1 li. ) The gyrofluid equations agree 
much better with the kinetic result because of their more 
careful treatment of three main effects: ( 1) kinetic phase 
mixing (Landau damping and its inverse), (2) gyroaver- 
aging of the electrostatic potentials (using Pad&like ap- 
proximations rather than Taylor-series approximations), 
and (3) Bakshi and Linsker’s gyroaveraging of kll (x) in a 
sheared magnetic field. 

It is hoped that by providing a more accurate treat- 
ment of these important physical effects, the gyrofluid 
equations will build upon the qualitative understanding of 
tokamak transport developed using the usual fluid equa- 
tions, and enable detailed nonlinear numerical simulations 
to have more quantitative predictive power. In this paper 
we have only demonstrated the linear accuracy of the gy- 
rofluid equations. Future papers will investigate their non- 
linear accuracy, both by numerical simulations and by an- 
alytic tests, but there are several reasons to expect that 
these models will usually continue to work nonlinearly. 
The gyrofluid equations contain a number of terms result- 
ing from the EX B nonlinearities, including nonlinear vari- 
ations in the gyroradius averaging. They are based on mo- 
ments of the gyrokinetic equation, and hence satisfy 
important nonlinear conservation laws. Our fluid model of 
parallel phase mixing is an accurate n-pole approximation 
of the velocity-integrated Green’s function resulting from 
the linear propagator ( - iw + ikllull)-‘, and so should be 
applicable to a wide variety of problems. For example, a 
weak-turbulence analysis of the gyrofluid equations in var- 
ious limits is underway,24 and has demonstrated that ion 
Compton scattering (where the ions resonate with a beat 
wave) can be reproduced. 

In this short paper we have given an overview of the 
issues involved in deriving collisionless gyrofluid equations, 
placing the main emphasis on our new fluid models of 
phase mixing. A complete derivation of the electrostatic 
gyrofluid equations in slab geometry is left to a future 
paper,5 as is the extension to toroidal drift resonances.6 
Additional effects which need to be considered for more 
realistic comparisons with tokamak data include generali- 
zation to electromagnetic perturbations (which is consid- 
ered in a recent paper by Brizard2’ but without our phase- 
mixing models and with a different choice of FLR 
models), collisional effects (which have been considered in 
the recent work of Chang and Callen,” see Sec. II F above 
for a comparison with our work), and trapped-electron 
effects. 
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