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could significantly reduce cost of fusion

Galambos, Perkins, Haney, & Mandrekas 1995 Nucl.Fus.

Confident

Std. Tokamak 
H=1, bN=2.5

Adv. Tokamak 
H~2, bN~6 ?

Regimes of Improved 
confinement and pressure 
limits have been achieved in 
experiments, but we are less 
confident in how they scale to 
reactors.

Comprehensive simulations 
can help improve design of 
future reactors. 

Comprehensive simulations 
also needed to maximize 
results from ITER.

Even larger reduction possible in construction cost 
for lower-power pilot plants, focus of U.S. National 
Academy report (2018).
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(from M. Wade, SOFE 2019)
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Need full nonlinear gyrokinetic simulations to confidently predict boundary turbulence and optimize pedestal 
temperature.  (Also need nonlinear GK simulations to handle core turbulence that can be subcritical.)

Kinsey et al. Nucl. Fus. 2011 http://stacks.iop.org/NF/51/083001 General effect 
known since 90’s IFS-PPPL model,, see Dimits et al., 2000

TGLF/TGYRO core 
transport simulations of 
ITER, strongly depends 
on assumed pedestal 
temperature.

The edge pedestal is 
the tail that wags the 
dog.

http://stacks.iop.org/NF/51/083001
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Modeling edge region is very difficult

• Plasma properties in the edge/SOL constrain performance and component lifetime
• Heat exhausted in SOL could damage divertor plates

• Sets boundary condition on core profiles (e.g. H mode)

• Open/closed field lines, plasma-wall interactions, large-amplitude fluctuations, atomic 
physics

• Electromagnetic effects can be important in the edge/SOL, β me/mi > ~ 1, steep pressure 
gradients can push plasma close to ideal-MHD threshold and produce stronger 
turbulence

• Most present turbulence codes optimized for core, need specialized codes for edge

• Codes like XGC1 making great progress, but essential to have several independent codes 
to cross-check on difficult turbulence problems
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The Gkeyll Plasma Framework
• Flexible suite of solvers for plasma physics,

Ammar Hakim, architect & group leader. 
• Continuum solvers for full-F gyrokinetics and 

Vlasov-Maxwell w/ DG methods; also multi-fluids 
with FV methods 

• Novel discontinuous Galerkin (DG) scheme 
conserve energy for Hamiltonian systems (like 
GK)
• A. Hakim et al., arXiv:1908.01814

• A. Hakim et al., arXiv: 1903.08062

• First successful continuum GK code on open 
field lines (E. L. Shi, Princeton Ph.D. thesis 2017)
• E. L. Shi et al, JPP 2017 (LAPD)
• E. L. Shi et al, PoP 2019 (NSTX SOL)
• T. Bernard et al, PoP 2019 (Helimak)
• GENE also did LAPD: Q. Pan et al. PoP 2018

• First electromagnetic GK on open field 
lines: N. R. Mandell et al, arXiv:1908.05653
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https://github.com/ammarhakim/gkyl/

https://gkeyll.readthedocs.io/en/latest/index.html



• Present slides borrowed from:
• Ammar Hakim, APS invited talk, 2019
• Noah Mandell, MPPC talk, Göttingen, 2019.

• Tess Bernard, Sherwood & TTF invited talks, 2019.

• Papers on previous page
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Full-F electromagnetic gyrokinetics

9

Using symplectic (𝑣∥) formulation of EMGK, so 
!"∥
!#

appears explicitly



Full-F electromagnetic gyrokinetics
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(DG preserves integration by parts exactly.)



Linear benchmark: kinetic Alfvén wave 

Gkeyll results match theory very well, even for case with 
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No cancellation problem!
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T. Bernard et al, PoP 2019
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T. Bernard et al, PoP 2019
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T. Bernard et al, PoP 2019
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T. Bernard et al, PoP 2019



Modeling the NSTX SOL with Gkeyll

• Simple helical model of tokamak SOL
• Field-aligned simulation domain that follows field lines from bottom 

divertor plate, around the torus, to the top divertor plate
• Like the green region, but straightened out to vertical flux surfaces
• All bad curvature brings interchange instability drive

• Parameters from NSTX SOL, but with 10x 𝛽" to stress-test 
EM effects (could happen in ELM?)

• Real deuterium mass ratio, Lenard-Bernstein collisions

• Radially-localized source models flux of heat and particles 
across separatrix from core

• Boundary conditions: Dirichlet in x, periodic in y (toroidal), 
conducting sheath in z (allows current fluctuations)
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Carralero et al, 2015



Modeling the NSTX SOL with Gkeyll
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S. Zweben, NSTX GPI
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Divertor heat flux narrows ~ 1/θ ~ 1/Bpol at high Bpol

(Present simulation neglects magnetic shear and related stabilization near x-point, shortened parallel 
length to divertor plates to approximately compensate.)

E. Shi (Ph.D. 2017, 
PoP 2019)
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radial heat flux weakens at high Bpol

(not just that faster parallel losses reduces net radial transport)

E. Shi et al. (PoP 2019)
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SOL profiles narrow ~ 1/θ ~ 1/Bpol at high Bpol

E. Shi et al. (PoP 2019)



22
E. Shi et al. (PoP 2019)

SOL profiles narrow ~ 1/θ ~ 1/Bpol at high Bpol



23 E. Shi et al. (PoP 2019)

Gkeyll predicts non-zero currents into divertor plates:
compare with experiments?



Electrostatic/electromagnetic comparison
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Electrostatic/electromagnetic comparison

EM has larger, more intermittent density fluctuations
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Kurtosis     



Electrostatic/electromagnetic comparison

• Radial particle transport 
reduced in EM case

• Heat flux to divertor is more 
peaked in EM case
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Carralero et al, 2015



Dance of the Field Lines
(Electromagnetic GK in SOL)
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Blobs ( 𝛽 ∼ 1%) bend/stretch magnetic field lines (δB/B ~ 0.5%)
Footpoints slip some from sheath resistance, also signs of reconnection in plasma.



Modest simulation cost (even for EM!)
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(Nx, Ny, Nz, Nv||, Nμ) 
~(32, 64, 20, 20, 10) Electrostatic Electromagnetic
Total compute time

(128 cores, ~8 CPUs) 8,320 core-hrs (2.7 days) 10,496 core-hrs (3.4 days)
Time/timestep 

(wall clock) 0.41 s 0.68 s



Summary

• Edge/SOL region is challenging, requires new codes/methods

• Gkeyll code is a continuum GK code using energy-conserving 
DG methods

• Gkeyll is being used to study SOL turbulence in tokamaks like 
NSTX (only handles open field lines right now)

• Gkeyll has produced the first nonlinear electromagnetic 
gyrokinetic simulations in the SOL
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Current/Future Work
• Generalizing the magnetic geometry to include 

magnetic shear, non-constant curvature, closed 
field line regions, X-point
• Non-orthogonal field-aligned coordinate system with 

magnetic shear now implemented
• X-point is a singularity in these coordinates, challenging!

• Improving DG algorithms, especially w.r.t. positivity
• Our previous algorithm did not guarantee 𝑓 > 0
• Can cause issues with sheath stability, collisions
• Have developed novel flux-limiter DG algorithm

for preserving positivity, working on complete 
implementation

• We have proof-of-concept, but lots more 
physics to do!
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Conducting-sheath boundary condition 

• Need to model non-neutral sheath using BCs (GK assumes quasi-neutrality, cannot 
resolve sheath)

• Sheath potential should reflect low energy electrons

• Solve Poisson equation on z boundary to get 𝜙$%(𝑥, 𝑦) ≐ 𝜙(𝑧 = 𝑧$%), then use 
Δ𝜙 = 𝜙$% −𝜙& to reflect electrons with 𝑚𝑣∥(/2 < |𝑒|Δ𝜙

• Potential self-consistently relaxes to ambipolar-parallel-outflow state, and allows 
local current fluctuations in and out of wall
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Model Sheath Boundary Conditions

x

B || zϕ = 0 

ϕ(x,y,0) ≠ 0 

• GK Poisson Eq. solved in 2D planes at fixed z, only needs bcs on side walls 
(on x or y boundaries).  Discontinuous jump between ϕ(x,y,0) just inside plasma and ϕ=0
end plates represents unresolved sheath.  Determines reflected electrons:

• This is gyrokinetic version of electron sheath boundary condition used in pioneering 
fluid edge simulations (Ricci, Rogers, et al., Friedman et al.), without assuming 
Maxwellian f.  (Further generalizations possible in future.)

• Unlike some logical sheath models, allows j||≠0, in which case guiding center charge 
builds up and ϕ in plasma rises.  Allows currents to flow through walls.



Sheath-model boundary condition for electrons

(a) Outgoing electrons with 𝑣∥ > 𝑣)*+ = 2𝑒Δ𝜙/𝑚 are lost 
into the wall 

(b) Rest of outgoing electrons 0 < 𝑣∥ < 𝑣)*+ are reflected 
back into plasma
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Ions: Assuming positive sheath potential (relative to wall), all ions are lost



Ampère cancellation problem
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Linear benchmark: KBM instability (local limit)
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EM in SOL at experimental 𝛽

42



G.W. Hammett SciDAC PI mtg 7/17/2019 43

• Novel version of Discontinuous Galerkin (DG) algorithm, in 5D
– Conserves energy for Hamiltonian system even with upwind fluxes 

[Juno, Hakim, et al. JCP 2018] 
– High-order local algorithms reduce communication costs, helpful for Exascale.  

• New modal version ~30x faster than nodal version

– Computer-algebra generated code (w/ Maxima) uses sparseness of modal interactions.

• Framework: LuaJIT over C++, uses ADIOS, Eigen, MPI.

• 3 Main Solvers, used in 3 SciDACs:
1. Gyrokinetic DG solver for edge turbulence in fusion,

in MGK SciDAC project (D. Hatch, PI),  pedestal / multiscale work.
in HBPS SciDAC project (C.S. Chang, PI), scrape-off-layer turbulence work.

2. Vlasov-Maxwell/Poisson DG solver: solar wind turbulence (PU/Maryland), plasma-
surface interactions in thrusters (AFOSR / Virginia Tech) & tokamak disruption 
SciDAC (LANL / Virginia Tech)

• Ran a case with 1 trillion grid points.
3. Multi-moment multi-fluid (extended MHD) finite-volume solver: reconnection 

(Princeton Center for Heliophysics), global magnetosphere simulations (UNH)


