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The lower-hybrid waves can be driven unstable by the transverse ion beam in a partially magne-

tized plasma of a finite length. This instability mechanism, which relies on the presence of fixed

potential boundary conditions, is of particular relevance to axially propagating modes in a Hall

effect thruster. The linear and nonlinear regimes of this instability are studied here with numerical

simulations. In the linear regime, our results agree with analytical and numerical eigenvalue analy-

sis conducted by Kapulkin and Behar [IEEE Trans. Plasma Sci. 43, 64 (2015)]. It is shown that in

nonlinear regimes, the mode saturation results in coherent nonlinear structures. For the aperiodic

instability [with ReðxÞ ¼ 0—odd Pierce zones], the unstable eigen-function saturates into new sta-

tionary nonlinear equilibrium. In the case of oscillatory instability [ReðxÞ 6¼ 0—even Pierce

zones], the instability results in the nonlinear oscillating standing wave. It is also shown that finite

Larmor radius effects stabilize instability for parameters corresponding to a large number of Pierce

zones, and therefore, only few first zones remain relevant. Published by AIP Publishing.
https://doi.org/10.1063/1.5024237

I. INTRODUCTION

Partially magnetized plasmas where electrons undergo

fast gyro rotation, while ion dynamics are not significantly

affected by the magnetic field, are common in many applica-

tions such as Hall-effect thrusters, magnetrons, and some

regions of the ionosphere. This is the typical regime of the

so-called E�B discharges, e.g., Hall thrusters for electric

propulsion2 and magnetrons.3 Plasmas in such discharges are

typically strongly turbulent, exhibit fluctuations of different

temporal and spatial scales, and are characterized by anoma-

lous current. Understanding of the nature and sources of

these instabilities is an area of active research.

Local plasma gradients, such as in density, temperature,

and magnetic field, are usually identified as sources of free

energy, resulting in plasma instabilities and turbulence.

These instabilities referred as drift instabilities have also

been studied in partially magnetized plasmas.4,5

In the short wavelength limit, linear plasma dynamics is

local and is formally described by linear partial differential

equations (PDEs) with constant coefficients. However, when

the mode wavelength is of the order of the system size or/

and plasma equilibrium length scale, the wave dynamics

becomes nonlocal. In particular, the role of boundary condi-

tions becomes non-trivial, which may result in new nonlocal

instability mechanisms. An example is the Pierce instabil-

ity,6 in which plasma flow in a finite length plasma with

boundaries results in the instability, whereas in the periodic

(infinite) plasmas, such flow would only lead to a trivial

Doppler frequency shift. Such instabilities driven by

boundary effects for ion sound type waves and electric

charge waves in non-compensated diodes were studied in a

number of experimental and theoretical works (see, e.g.,

Refs. 7–10 and references therein).

It was recently shown that the lower-hybrid waves can

be driven by the transverse ion-beam in a finite length system

via the mechanism similar to the Pierce instability in which

the role of boundaries is crucial for the instability.1 The pre-

sent paper is devoted to the investigation of nonlinear

regimes of this instability and its consequences.

The lower-hybrid mode is among the most important

modes in partially magnetized plasmas relevant to electric pro-

pulsion.5 The nonlinear dynamics of resistive lower hybrid

instability induced by ions flow was recently studied in Ref. 11.

This instability is relevant to axial (along the direction of the

electric field) modes of E�B plasma discharges such as Hall-

effect thrusters and magnetrons.12 In the previous work,11 it

was shown that numerical simulations confirm the predictions

of the local theory for the most unstable modes in periodic

geometry. It was also shown that in the nonlinear stage, the

highly localized (cnoidal type) wave structures are formed. The

mechanism of this instability is local and related to the phase

shift between the perturbations of the electron and ion currents.

The electron current is supported by plasma conductivity across

the magnetic field which may have classical (collisional) or

anomalous (turbulent and/or wall conductivity) nature. At the

same time, the ion current is due to the inertial response to the

electric field and thus is shifted in phase due to the Doppler

effect. It was shown in Ref. 1 that lower hybrid waves can be

driven unstable by the ion beam due to boundary effects. The

wavelengths of those modes usually are of the order of the sys-

tem length, and therefore, the dynamics is highly nonlocal.a)Electronic mail: koshkarov.alexandr@usask.ca
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Both of these instability mechanisms are relevant to the

axially propagating modes in the Hall thruster (e.g., breath-

ing modes) which are known to significantly affect the ion

thrust.13,14 Modes exited by boundary effects are highly non-

local in comparison to modes induced by the resistive elec-

tron current. Therefore, the nonlinear dynamics is expected

to be different. The objective of this work is to investigate

linear and nonlinear stages of the instability described in

Ref. 1 when the “boundary” effect dominates over collisional

instability, in order to see the difference in dynamics and

ensuing nonlinear structures in their “pure” form. We note

that parameters of various experiments (collisionality and

level anomalous transport) vary widely with respect to the

dominance of one or another effect. The investigation of the

dissipative and boundary effects together is left for future

publications. In order to study nonlinear dynamics, the non-

linear simulations were performed with the BOUTþþ
plasma fluid simulation framework.15

This paper is organized as follows: In Sec. II, the nonlin-

ear two-fluid model for low-hybrid instability is discussed.

The results for linear instability from Ref. 1 are recovered in

Sec. III. In Sec. IV, the numerical solution to the full nonlin-

ear model is obtained. The effect of the finite Larmor radius

on the linear instability is analyzed in Sec. V. Finally, the

conclusions and discussions are in Sec. VI.

II. ONE DIMENSIONAL MODEL FOR LOWER-HYBRID
WAVES IN PARTIALLY MAGNETIZED PLASMAS

In this section, we introduce the one-dimensional axial

fluid model for partially magnetized plasmas used in Ref. 1

to describe the ion beam instability in bound plasma systems.

The dynamics of unmagnetized ions is considered along the

constant equilibrium electric field in the x-direction, while

magnetized electrons (i.e., equilibrium electric and magnetic

fields are perpendicular) assumed to have zero collisional

mobility along this direction and quasi-neutrality are sup-

ported by electron polarization drift.

Following the derivation in Ref. 1, two-fluid approxima-

tion with unmagnetized cold singly ionized ions and magne-

tized cold electrons is used. One dimensional mass and

momentum conservation equations for ions written for per-

turbations around equilibrium yield

@tnþ n0@xvþ v0@xnþ v@xn0 þ n@xv0 þ @xðnvÞ ¼ 0; (1)

@tvþ v0@xvþ v@xvþ v@xv0 þ
e

M
@x/ ¼ 0; (2)

with equilibrium profiles

n0 ¼
n00v00

v0

; v0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

00 þ
2eE0

M
x

r
; (3)

where @t; @x are the time and space derivatives, respectively;

n0 ¼ n0ðxÞ; v0 ¼ v0ðxÞ are the equilibrium profiles of ion

density and velocity, respectively; n00¼ n0(0) and v00

¼ v0(0); n and v are the perturbed ion density and velocity,

respectively; / is an electrostatic potential perturbation; E0

is a constant electric field along the x direction; x 2 ½0; L� is a

spatial domain of length L; e is an absolute value of an

electron charge; and M is an ion mass. We note that the

assumption of constant electric field E0¼ const implies the

equilibrium electrostatic potential to grow as /0 � x.

In the absence of collisions and in the strong magnetic

field, the electron inertial response is compensated by the

polarization drift in the axial direction. The electron dynam-

ics can be recovered from the mass conservation equation

@tnþ n0@xuþ u@xn0 ¼ 0; (4)

where the electron velocity perturbation in the axial direction

(u) is supported by polarization drift (in the main order of

strong magnetic field expansion @t � xce)

u ¼ e

mx2
ce

@t@x/; (5)

where m is an electron mass and xce is an electron cyclotron

frequency. Hence, the final electron equation reads

@2
x /þ

1

n0

@xn0@x/þ
mx2

ce

en0

n ¼ 0; (6)

where the time derivative was removed (integrated out). In

principle, the right hand side of Eq. (6) is a function of time;

however, it can be chosen to be zero for all relevant physical

initial conditions (this assumption was verified numerically).

This equation can also be derived from a general nonlinear

equation,5 from which all nonlinear terms disappear in one

dimensional geometry considered here.

The system is closed with standard1,6 boundary condi-

tions which correspond to zero perturbation at the emanating

left boundary (x¼ 0) and open boundary at the right (x¼ L)

/ð0Þ ¼ /ðLÞ ¼ nð0Þ ¼ vð0Þ ¼ 0: (7)

III. LINEAR INSTABILITY

In the linear approximation, the system of Eqs. (1)–(6)

reduces to

@tnþ n0@xvþ v0@xnþ v@xn0 þ n@xv0 ¼ 0; (8)

@tvþ v0@xvþ v@xv0 þ
e

M
@x/ ¼ 0; (9)

@2
x /þ

1

n0

@xn0@x/þ
mx2

ce

en0

n ¼ 0: (10)

Note that in the local approximation, when equilibrium pro-

files can be considered constant (@xn0 � @xv0 � 0), the sys-

tem (8)–(10) is reduces to Pierce equations6 which can be

solved analytically.

As was shown in Ref. 1, the boundary conditions (7)

make the system of Eqs. (8)–(10) unstable similar to the

Pierce instability. The growth rate of this system was exten-

sively studied in Ref. 1, and we reproduce those results in

Fig. 1. The figure shows the growth rate normalized to low

hybrid frequency xLH ¼ xce

ffiffiffiffiffiffiffiffiffiffi
m=M

p
as a function of a Pierce

parameter a ¼ xLHL=v0d with v0d¼ v0(L) being the equilib-

rium ion outflow velocity. The initial equilibrium ion veloc-

ity value was chosen as in Ref. 1, v00¼ 0.2 v0d. Growth rate
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values were benchmarked with Table 1 in Ref. 1 and differ

with those results by no more than 3%. Notice that values in

Table 1 in Ref. 1 are obtained for different normalization

processes, and therefore, to recover them, one needs to mul-

tiply c/xLH by a.

As was shown in Ref. 1, the discussed model has only

two external parameters: a and q ¼ 1� ðv00=v0dÞ2. Here, we

use v00/v0d instead of q.

Figure 1 shows four Pierce instabilities zones.6 For a
< 0.7 p, the plasma is stable, while for large a, more zones

will appear. Each odd zone (counting starts from the small a)

has aperiodic instability Re(x)¼ 0, while even zones have

oscillatory instabilities ReðxÞ 6¼ 0. For example, Fig. 1

shows two aperiodic zones for a � p and a � 2.2p and two

oscillatory zones a � 1.5p and a � 2.7p. The zone number

also defines the number of zeros of the unstable eigenfunction,

and therefore, higher zones correspond to higher effective

wave-numbers. This means that to consider higher number

zones, one needs to take into account small-scale effects such

as finite Larmor radius effect or charge separation.

IV. NONLINEAR EVOLUTION

The main objective of this paper is to track a nonlinear

evolution of the instability discussed in Sec. III. Therefore,

the full system of Eqs. (1)–(7) was solved numerically.

In order to track the stage of nonlinear evolution, we

define energy-like functionals and follow their time

evolution

En ¼ E
n

n00

� �
; Ev ¼ E

v

v00

� �
;

E/ ¼ E
e/

Mv2
00=2

� �
; with E f½ � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

L

ðL

0

dzjf ðzÞj2
s

:

(11)

Time evolutions of energy-like functionals for aperiodic

(a¼ 1.05 p) and oscillatory (a¼ 1.55 p) Pierce zones are

shown in Fig. 2. The evolution for both zones clearly shows the

linear growth phase with transition into nonlinear saturation.

A. The aperiodic instability zone

In the aperiodic zone, for sufficiently small initial condi-

tions, the unstable eigenfunction starts growing exponentially

in time. The linear growth phase corresponds to the time txLH

< 100 in Fig. 2(a). The shape of the unstable eigenfunction in

the first Pierce zone is shown in Fig. 3(a) where the initial

Gaussian profile (blue solid line) transforms into eigenfunction

and starts to grow exponentially in time. After some time,

when n� n0, the nonlinear effects start to slow down the linear

growth. Eventually, the new stationary equilibrium is reached

as shown in the time evolution plot of total density [Fig. 3(b)].

The blue dashed line shows the initial density profile, and then,

the red dotted line represents the evolution of density during

the nonlinear regime which is a combination of large density

perturbation and equilibrium density. After about txLH �105,

the new equilibrium profile is formed, and it stays constant for

the rest of the simulation 105< txLH< 500, as shown

by green and purple solid lines for times txLH¼ 105 and

txLH¼ 500, respectively, which coincide.

It is interesting to note that new density equilibrium forms

a prominent peak in the beginning of the acceleration region

whose origin is the form of the unstable density eigenfunction

shown in Fig. 3(a). Therefore, the continuity equation

ðn0 þ nÞðv0 þ vÞ ¼ const

implies that the total velocity will have the deceleration

region in the new equilibrium as shown in Fig. 3(c). The per-

turbation of electrostatic potential corresponding to the

described density and velocity profiles is shown in Fig. 3(d).

The perturbation is plotted rather than a full value of

FIG. 1. Growth rate dependence on the Pierce parameter a ¼ xLHL/v0d with

initial ion velocity v00 ¼ 0.2v0d.

FIG. 2. Time evolution of functionals

(11) with initial ion velocity v00 ¼ 0.2

v0d. (a) Aperiodic zone with a ¼ 1.05

p and (b) oscillatory zone with

a¼ 1.55 p.
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electrostatic potential, as the perturbation is still relatively

small in comparison to the equilibrium value, which is

2e/0

Mv2
00

¼ 1� v0d

v00

� �2
 !

x

L
: (12)

B. The oscillatory instability zone

In the oscillatory zone, the situation is similar, but the

growth rate is smaller than in the preceding aperiodic zone,

and so, the linear phase is longer txLH < 350. At the linear

phase, the eigenfunction grows exponentially in time and

additionally oscillates as shown in Fig. 4. Every figure in this

subsection is branched into two sub-figures for the first and

second half of the oscillation period. In the nonlinear regime,

the new stationary equilibrium is replaced with a standing

wave. Figure 5 shows a standing density wave which is simi-

lar to aperiodic solution shown in Fig. 3(b) but oscillates in

time. Similar standing waves can be observed for velocity in

Fig. 6 and electrostatic potential perturbation in Fig. 7.

The natural question arises if solutions found in Secs.

IV A and IV B are stable. In order to confirm it, we have

performed numerical simulations where new stationary/

standing wave solutions in the first two Pierce zones were

perturbed with relatively large arbitrary perturbations dn� n.

It was verified that the perturbation damps away with time,

and the found equilibria are again recovered.

V. FINITE LARMOR RADIUS EFFECTS

As was mentioned earlier, the Pierce zone number

defines the number of zeros of the unstable eigenfunction.

For example, the unstable eigenfunction in the first Pierce

zone has one zero in the interior region (excluding boundary

points) as shown in Fig. 3(a), while the second Pierce zone

has two as shown in Fig. 4. Therefore, the effective wave-

length decreases with a larger zone number. In this situation,

one needs to include effects relevant to smaller scales. The

next order term is the finite Larmor radius (FLR) effect,5

which modifies the electron equation (6) as

@2
x /þ

1

n0

@xn0@x/þ
mx2

ce

en0

n� q2
e@

2
x n

� �
¼ 0; (13)

FIG. 3. The time evolution of ion den-

sity, ion velocity, and electrostatic

potential spatial profiles in the aperi-

odic Pierce zone for a ¼ 1.05 p and

initial ion velocity v00 ¼ 0.2 v0d. (a)

Density perturbation, (b) full density,

(c) full ion velocity, and (d) electro-

static potential perturbation.

(a) (b)

FIG. 4. Linear growth of unstable

eigenfunction in the oscillatory Pierce

zone for a¼ 1.55p and initial ion

velocity v00¼ 0.2 v0d. (a) First half

period of oscillation and (b) second

half period of oscillation.
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where qe is an electron Larmor radius. The procedure to

derive this equation (i.e., perturbative expansion in the limit

of strong magnetic field @t � xce) can be found in Ref. 5.

The new free parameter in Eq. (13), electron Larmor

radius, is chosen to be qe¼ 0.05L in dimensionless units,

which corresponds to typical Hall thruster acceleration

region length L � 1 cm, electron temperature Te¼ 15 eV,

and magnetic field B¼ 160 G.

Numerical simulation results for linear growth rates

with FLR effects are shown in Fig. 8(a). One can see that

FLR effects stabilize higher order zones, while the first zone

remains almost without modifications. If one investigates the

FIG. 5. Oscillating quasi-stationary

profile of ion density in the oscillatory

Pierce zone for a ¼ 1.55p and initial

ion velocity v00 ¼ 0.2 v0d. (a) First half

period of oscillation and (b) second

half period of oscillation.

FIG. 6. Oscillating quasi-stationary

profile of ion velocity in the oscillatory

Pierce zone for a ¼ 1.55p and initial

ion velocity v00 ¼ 0.2 v0d. (a) First half

period of oscillation and (b) second

half period of oscillation.

FIG. 7. Oscillating quasi-stationary

profile of electrostatic potential pertur-

bation in the oscillatory Pierce zone

for a ¼ 1.55p and initial ion velocity

v00 ¼ 0.2 v0d. (a) First half period of

oscillation and (b) second half period

of oscillation.

FIG. 8. Effect of FLR on the linear

growth rate, for L/qe¼ 20. (a) v00

¼ 0.2v0d (instability was absent for a
> 1.21 p) and (b) v00¼ 0.4v0d.
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parameter space further, higher Pierce zones may be stabi-

lized partially as it is shown in Fig. 8(b) where the v00/

v0d¼ 0.4 parameter was used. Nonlinear simulations reveal

that dynamics is not significantly modified by FLR effects.

VI. CONCLUSIONS

In this paper, we have investigated the linear and nonlin-

ear regimes of the nonlocal instability of axial lower-hybrid

modes in a plasma with the ion flow. The reactive linear

instability occurs as a result of the interaction of negative

and positive energy modes in plasmas with the ion flow. The

mode coupling occurs via the boundary conditions. The lin-

ear theory of the instability first described in Ref. 1 has been

confirmed here with initial value numerical simulations and

thus provided the necessary linear benchmark for our nonlin-

ear studies.

The instability growth rate and the form of unstable

eigenfunction which depend on the Pierce parameter a are

shown in Fig. 1 where one can see distinct Pierce zones

(which is in full agreement with the results obtained in Ref.

1). The effective wave number of the eigenfunction grows

with a zone number. We find a significant modification of

previous linear results1 with the addition of finite Larmor

radius effects which are significant in the case of short wave-

lengths. As shown in Fig. 8, the first Pierce zone stays rela-

tively unchanged, while higher order zones are stabilized.

We have found that, after the initial linear growth phase,

the aperiodically unstable mode saturates into a new nonlin-

ear equilibrium which is shown in Fig. 3. The interesting fea-

ture of this equilibrium is the presence of the deceleration

zone as shown in Fig. 3(c). The deceleration zone can be

related to the shape of the unstable density eigenfunction

which has a maximum at this location (respectively, the

velocity eigenfunction has a minimum at the same location).

It is of interest to note that somewhat similar non-

monotonous electric field profiles (that include deceleration

regions) were observed in experiments.16,17 In the oscillatory

zone, the oscillatory eigenfunction in the nonlinear regime

becomes the standing wave with similar spatial features but

oscillating in time.

The classical Pierce problem (in our case v00¼ v0d) has

similar solutions, i.e., stationary and oscillating nonlinear

equilibria, as was investigated by many authors, most nota-

bly by Godfrey.18 Previous works have identified the regimes

when oscillating solutions bifurcate (at some values of

Pierce parameter a) into the combination of oscillating

modes, leading to the chaotic oscillations.18–20 We did not

find such bifurcations or chaotic solutions in the first four

Pierce zones in our case. We have investigated the stability

of the new equilibrium state and found that it is stable. An

important difference between the standard Pierce modes as

in Ref. 6 and our case is that our profile of the ion velocity is

nonuniform, resulting in partial suppression of the instability

for higher zones. We conjecture that partial mode stabiliza-

tion and the shift of Pierce zones for non-uniform profiles

relative to the Pierce instability are the reasons for the

absence of chaotic regimes. Further parametric studies with

respect to a, v00/v0d parameters, and initial conditions to sup-

port this claim are left for future work.

In this paper, we neglect all resistive effects, and so, the

axial instability discussed in Ref. 11 does not occur here. For

some typical plasma parameters though, the growth rates of

both instabilities can be of the same order, c � 0.1xLH. We

note here that the nonlinear stages for the resistive mode of

Ref. 11 and for the nonlocal (Pierce like) mode studied here

are different. In the first case, where instability is driven by

resistive electron cross-field current, the instability is local.

In this case, local nonlinear interactions due to ion trapping21

are the saturation mechanism which results in wave sharpen-

ing and breaking, leading to cnoidal type waves. For the non-

local instability induced by boundary effects, only selected

mode(s) continue to grow seemingly, excluding the growth

(generation) of the shorter wavelengths. The nonlinear

effects saturate the mode by modifying the instability

source—the velocity flow profile, thus resulting in a velocity

profile which has a local minimum.

It would be important to investigate the interaction of

the resistive (local) modes, as in Ref. 11, with global modes

as studied here. Other effects which are omitted here are

plasma density gradients which can also destabilize the azi-

muthal lower-hybrid mode.5,22 The interaction of axial

modes (due to resistive and boundary effects) with azimuthal

modes will have to be investigated within a unified frame-

work which is left for future studies.
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